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Abstract: A new implementation of the Nudged Elastic Band (NEB) optimization method is
presented. This approach uses a global procedure that yields the whole reaction path, and thus
it provides an alternative to the sequential optimization of the transition state and consequent
calculation of the minimum energy path. Furthermore the algorithm is very useful when one is
not sure if a saddle point exists, because it can be used to eliminate the possibility of a saddle
point when one does not exist. Three different versions of the NEB algorithm have been
implemented. The influences of various parameters and methodological choices on the
performance of the method have been studied, and the quality of the results is assessed by
comparison with the saddle point and minimum energy path calculations sequential method.
Recommendations are made for algorithmic choices and default parameters.

1. Introduction using multiple Hessians or a good guess, this search can fail.
Characterization of the potential energy surface (PES) is aOnce the SP is optimized and characterized, the minimum
key step in the study of any reaction. In most cases, all energy path (MEP) can be calculated.

detailed information about the PES is obtained from elec- Many different methods have been presented for finding
tronic structure calculation’s The steps that are usually saddle points and reaction pathd* Some reaction paths
followed to characterize a PES are, first, locating the minima just provide a good guess to start a search for the saddle
and saddle points on the PES and, second, calculating thepoint. One of these methods is the distinguished reaction
reaction paths connecting those stationary pdirft&inding coordinate metho8l,where one degree of freedom, called
the saddle points (SPs) can be especially difficult for large the distinguished coordinate, is chosen and kept fixed at a
systems, even in the gas phase. In many cases the decisiveequence of values, while all the other coordinates are relaxed
factor in this search is to start with a good guess, which can for each of these values. The value of the distinguished
be obtained by many different procedures such as by analogycoordinate is incremented in a stepwise fashion, and the
to previously studied systems, by finding the maximum- system is dragged from reactants to products. The maximum-
energy structure along an approximate reaction coordinate,energy geometry along the path is taken as the initial guess
by performing partial optimizations, or by carrying out a full  for the saddle-point search. The intuitively assumed reaction
optimization at a lower level of theory where one can afford coordinate can turn out to be a bad one, although some
to calculate multiple Hessians to guide the search. But evenauthors have developed methods that overcome some of the
disadvantages of the distinguished reaction coordinate
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gradually ascending generalized-normal-mode eigenvector,of the spring forcer:;S and the forcer:it from the potential
step by step, until reaching the saddle point. Once the saddleenergy surface (which will be called the true force). The band
point is characterized, the EF algorithm can be used to traceis optimized, minimizing the total force acting on each image.
the MEP from the saddle point to the minima it connects; During this process, the true force tends to pull the images
the first step in such a process is to follow the unique toward the end points, giving the lowest resolution in the
descending eigenvector at the saddle point. Unfortunately,region nearest to the saddle point. This behavior is known
obtaining the generalized-normal-mode eigenvectors by as the sliding-down phenomenon. On the other hand, corner
diagonalizing the Hessian matrix requires expensive com- cutting is induced by the spring force pulling the sequence
putations so that this method is only viable for small systems of images to the concave side of the MEP in the regions
or low levels of electronic structure theory. where it is curved. These two problems are solved by

A promising alternative to these traditional methods is Projecting out the component of the true force parallel to
provided by a group of methods that may be classified as the chain of images and the component of the spring force
chain-of-states methods. In these methods, a path is reprePerpendicular to the chain.
sented by a set of discrete structures forming a chain of Then the adjusted force acting on an imagés given by
replicas of the system. The structures, called images, are then E—Fs 4Rt )
optimized to try to make the entire chain lie on the MEP. i i o

Since the MEP passes through the saddle point, theseyhich is the sum of the spring force along the tangent to the
methods simultaneously locate the SP and the MEP. Thechain and the true force perpendicular to the chain. The

Nudged Elastic Band (NEB) methtd** is an example of arallel component of the spring force, in the first version
this chain-of-states approach. The NEB method can be usedyf the method5161%s calculated as

either as an alternative to traditional methods when they fail R ~ - L

or as an inexpensive way to characterize the PES. A key Fi = {K(R;; — R) — (R — R_pI'T}7 2
advantage of the NEB is that it provides a global search,

whereas many traditional methods only converge in the Wherekis the spring constant ariglis the unit tangent vector
vicinity of a good initial guess. at an image. Furthermore, in the original version, the tangent

is estimated by using the normalized line segment between

The present article presents some illustrations of the NEB : )
© present article presents some Iustrations of fhe two nonadjacent images along the pd#,; andR -3

method based on a new implementation in an electronic
structure code, namely MULTILEVEE. The implementa- RH - ﬁi_l
tion requires only two or three initial geometries, which are == =
provided by the user, and after generating an initial path, IR~ Rl
the program will optimize it to the MEP. Alternatively the  py a slightly better waly1°2s to bisect the two unit vectors
initial steps of the NEB minimization can be used to provide ~ - ~ -
a good initial guess for a more traditional TS search. 0 — R—R_; n Ri1— R

(M

®3)

. . . St (4a)
Section 2 describes the NEB method and reviews some ' IR —R_; [Ri;— R
of the previous implementations. Section 3 tests the new _
implementation for several reactions and recommends a@nd then normalize so that
version that performs quite well along with a set of default -
bveral of & : =115 (4b)

values for several of the parameters of the method. The

systems used are all related to dimethyl sulfide (DMS) ysing eqgs 4a and 4b to define the tangent ensures that the
degradation in the atmosphere. DMS is thought to be theimages are equally spaced (when the spring contast
major biogenic component of the global atmospheric budget. the same for each adjacent pair) even in regions of large
The potential role of DMS in global climate change has been cypyature of the path. This last way of estimating the tangent
a subject of considerable controversy; it has been suggestedyill pe called the bisection NEB or B-NEB version of the
that a biological/chemical cycle based on DMS could form NEB algorithm in this work. The tangent vector is also used

the basis of an efficient method of climate regulatfén. 1o optain the perpendicular component of the true force
Previous work on DMS and the hydroxyl radical has been

publishec?®*°and here we apply the NEB technique to some Flo=F!'— (F\4)7, (5)
unsolved questions on reactions in that degradation scheme o
that had not been studied yet. In systems where the force along the minimum energy path

is large compared to the restoring force perpendicular to the

i path, the system can develop kinks, preventing the band from
2. The Nudged Elastic Band Method converging to the MEP. At kinks the angle between the
2.1. Theory.In the Nudged Elastic Band (NEB) methteé1° vectorsR — R_; andR+1 — R is large, so that including
the reaction path is described by a discrete sequence ofsome fraction of the perpendicular component of the spring
images consisting of two fixed end point&@ndR.+1) and force may tend to straighten the elastic bahd.
nintermediate movable imageR(R,, ..., R,). This sequence An improved estimation of the tangent was propd8éal
is called the chain or the elastic band. Spring interactions eliminate kinks. Instead of using both adjacent image's,
are added between adjacent images. The total force (alsal andi — 1, just the image with the highest energy is used
called the adjusted force) acting on each image is the sumfor the estimation of the tangent at imag&he new tangent,
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which replaces eq 4a, is is still defined by eq 1 (as in B-NEB and IT-NEB), and the
L definition of the tangent and the spring force are still given
0T if Vigr= Vi Vig (62) by egs 6-8 (as in IT-NEB). The CI-NEB algorithm should
: t, if Vigr<Vi<Vi converge to the saddle point more efficiently than either
B-NEB or IT-NEB.
where 2.2. Implementations. 2.2.1. G98NEB. As far as we
L= - I know, the only NEB implementation that has been made
n =Ry~ Rand =R -R (6b) available in a distributed computer program for gas-phase

systems is the one implemented by Alfonso and Jofédan.

adjacent images are either lower or higher in energy than The driyer is palledG98'+NEB\ and it perfqrms NEB
imagei, then the tangent is taken to be a weighted averagecalculgtlons using energies and for(_:es obtained from the
of the vectors to the two neighboring images. This weight Gaussian9®ackage! The driver consists of the NEB code

is determined from the energy. The weighted average only and several script files that mediate the information flow
plays a role at extrema along the MEP, and it serves to P€tween the NEB code and tt@aussian98program. In

smoothly switch between the two possible tangéritand addition, it includes utility codes to generate the initial points

7 otherwise, there is an abrupt change in the tangent aSvia linear interpolation. The bas@98+NEB procedure can

one image becomes higher in energy than another, and thid® Summarized as follows:

and V; is the potential energy\/(ﬁi), of imagei. If both

can lead to convergence problems. If imaggeat a minimum (i) By using a utility code, arN-point approximation of
(Vier > Vi < Vi_g) or at a maximum Vs < Vi > Vi_y), the pe}th is generated using linear mtt_erpolatlon in Cartesian
then the tangent estimate becomes coordinates between the two end points.
_ (ii) The energy and force for each movable image as well
0 tFAVI™® + 7 TAV™ if Vi > Vi (7a) as at the end points are computed by callBgussian98
i ri+AVi'“i"+ T AV if Vi <V (iii) Spring interactions with spring constaktbetween
adjacent images are added, and the tangent is computed by
where the IT-NEB algorithm.
max (iv) The corresponding projections of the true and parallel
AV = max(Viy, = VilIVieg = Vi) (7b) forces are computed by using the previously calculated

tangent vectors, using eq 8.
(v) The points in the elastic band are brought to the nearest

AV™ = min(IV,,; — Vi[,IV._; — V,]) (7¢) MEP via minimization of the adjusted NEB forces. This can

be done using conventional minimization techniques such
Finally, the tangent vector needs to be normalized, using eqas the steepest descent or modified Broyélarethod or by
4b. With this modified tangent, the elastic band is well using damped dynamics procedures.
behaved and should converge rigorously to the MEP if a 2.2.2. MULTILEVEL4.1. Our implementation of the
sufficient number of images are included in the band. NEB method has been incorporated in theLTILEVEL

and

Another modification included in the same versiolf of program?” This implementation follows the global scheme

the NEB method that introduced egs 6 and 7 is the evaluationdepicted in Figure 1. This diagram can be compared with

of an improved spring force: the one used in the G2NEB program depicted in ref 22.
~ _ _ -~ The first important difference between our implementation
Fi=k(IRy1 — RI— IR = R_4))7 (8) and the one previously described is the way in which the

initial set of images is generated. Thaerpolation utility

in the G98+NEB package can lead to an unphysical chain
% the user does not start with physically consistent orienta-
tions for the two end points. In MULTILEVEL4.1 an initial
reorientation of the two end points is performed by Chen’s
algorithm?2 adopting the implementation from tifolyRate
package? After this reorientation, the initial set of images
is generated by linear interpolation in Cartesian coordinates.
However, the user can supply an external file containing all
n movable images plus the two end points, and the program
will read it and avoid the two previous steps.

Once the initial set of images is generated, the program
enters subroutine NEBGHK. First, the potential energles
are calculated for all images, and the corresponding gradients
T:i = _W(Ezi) + 2W(§i)|” = _W(Ezi) + Z(W(_F\;i)'%i)%i are calculated for all images except the two end points. After

e ©) this, the local tangent is evaluated, and the projections of

the true and spring forces are carried out. Both the B-NEB
The highest energy imagiay, is not affected by the spring  and the newéf (IT-NEB) definitions for these two variables
forces at all. The total force acting on all the other images (the tangent and the spring force) have been implemented.

This new definition of the spring force, when used instead
of eq 2, ensures equal spacing of the images when the sam
spring constantk;, is used for the springs even in regions of
high curvature where the angle betweégn- R-; andRi+1

— R is large. This version of the NEB defined by eqs®

is called improved tangent NEB or IT-NEB.

Another modification of the NEB, called Climbing Image
NEB: CI-NEB® has been introduced for the purpose of
using an NEB calculation to converge a saddle point. This
new method modifies the definition of the total force on the
highest-energy image after a few iterations. After identifying
this image as pointnayx the force onimax is given not by eq
1, but rather by
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from the derivatives of the gradient components. The
possibility of obtaining the exact inverse Hessigip*

corresponding to the adjusted force vector is implemented
in our program only for the B version of the NEB algorithm.
However, this process is computationally very expensive,
and to avoid it another strategy will be followed.

The first option that must be set by the user is the choice
check INITHESS value of methods for calculating the initial Hessian. The user can
‘ choose between three different possibilities: using a scaled
unit matrix, a low-level initial Hessian, or a high-level initial
AN OLF Hessian. A low-level Hessian means that the force constant
matrix is evaluated at a lower electronic level than the
gradients derived from the potential eneigyA high-level
Unit matrix Hessian implies that the Hessian would be calculated at the
generation same electronic level as the energies and gradients previously
| ‘ ‘ obtained.
| During the minimization cycles, the Hessian can be
NEWTON-RAPHSON step calculation recalculated or updated. Furthermore, the number of cycles
after which the Hessian is to be recalculated must be defined
by the user. Between two recalculations, the Hesklais
kept frozen. There are various possibilities for updating the
HessianHy during the minimization cycles: the BFGS
algorithm$¢-3° the Davidson-Fletcher-Powell (DFP) algo-
rithm,*3 or the Modified Broyden metho#,as described by
Alfonso and Jorda® The quasi-Newton methods generate
new geometries (by eq 10) that form the initial chain to start
another minimization cycle. This process is repeated until
the convergence criterion is satisfied.
These procedures are the same for the Cl-NEBtion
except that the definition of the total force acting on the
highest energy image which will be given by eq 9 after five

reorient subroutine

interpolation subroutine

I NEBGHK subroutine

‘ ‘ initial iteration?
NEBHHK  yss | |wo

subroutine Update the Hessian
(BFGS, DFP or M-Broyden)

Check for convergence:
RMS Force < 3-104?

NO‘

VES OPTIMIZATION
SUCCESSFUL

New set of images

Figure 1. Flow diagram of the implementation of the NEB in
the MULTILEVEL package. Note that INITHESS can be
switched on or off depending on the way that the initial
Hessian is obtained. If it is on, the initial Hessian will be
calculated, while if is off, the initial Hessian will be ap-
proximated by a scaled unit matrix.

However, the default options correspond to egsB§(IT
version) because it was demonstrated bgs3on and co-  iterations.

workerg® that the previous ones can promote the formation  The default convergence criterion is based on the root-
of kinks along the band. The CI algorithm is also imple- mean-square of the components of the true force acting on
mented, and it uses the same formulation for these variableshe whole band. This value is required to be smaller than or
(tangent and spring forces) as the IT option. It just modifies equal to 3104 hartrees per bohr (&%), which is the same
the total force acting on the highest energy image after a gefault convergence criterion used laussian0% in

few iterations, which is taken as five iterations in our gptimizations.

implementation. This number was chosen after verifying that Another key parameter which may be monitored along

the highest energy.imag(-a at .this. iteration rgmains the samey optimization is the maximum component of the adjusted

along all the following minimization cycles in the tests we force at the highest energy image. As this image is supposed

haye made. . ) to converge to the saddle point, the true force should
Finally subroutine NEBGHK calculates the adjusted force 540 zero. This feature will be used as the criterion to

vectorF (sge eq 1) which collects tid F;, whereM !s the determine the “best” parameters for each option that can be
number of images. The components of the resulting vector . +.olieq by the user

F, of orderM x 3N (whereN is the number of atoms of the
system), will be minimized using one of the available quasi- ) ] )
Newton methods. 3. Calculations, Results, and Discussion

The quasi-Newton optimization methods available in 3.1. Testing Various Options.With the aim of determining
MULTILEVEL-v4.1 are variations of the NewterRaphson good default values for the various options of the program,
method where an approximate Hessian matrix (or its inverse)we tested them for the H-abstraction from CHy the
is gradually updated using the gradient and displacementhydroxyl radical. To build the initial sequence of images,
vectors of the previous stefs:*? The displacement that is  we used three structures: the ones corresponding to the van
performed to move toward a stationary point is given by der Waals complexes in the entrance and exit channels
(namedwellR andwellP, respectively) and an intermediate
structure, where the distance between the oxygen in the OH
and one of the hydrogens in the methane is 1.2 A. This
wheregy is minus the adjusted force vector corresponding distance would be a reasonable starting value for saddle
to iterationk, and the elements iH ! should be obtained  points where an OH is abstracting a hydrogen. An initial

AG = —H. G, (10)
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reorientation of the three structurewd|IR intermediate Table 1: Influence of the Various Parameters on the NEB
structure, andvellP) is carried out followed by two linear ~ Minimization®

interpolations: fronwellRto the intermediate point and from maximum component (Enao™1)

the intermediate point tavellP. The new structures obtained variable variable value _ iteration 20 iteration 40
from each interpolation pIus_ the intermediate. structure, 11 0.0280 0.0219
included as another movable image, formed the initial guess n” 21 0.0282 0.0229
of movable images. 41 0.0277 0.0228
. . 1 0.0048 0.0048
Thg program does not automgtlcally carry out the inter- pgcale 10 0.0229 0.0056
polations mentioned in the previous paragraph; they must (Erao2) 102 0.0283 0.0222
be done manually, and the initial set of movable images is 10 0.0302 0.0258
i : : B-NEB 0.0373 0.0341
then supplied k?y the user in an external file. NEB algorithm IT-NEB 0.0255 0.0202
The electronic-structure level chosen for these tests was CI-NEB 0.0229 0.0056
density functional theory with the modified Perdew-Wang update scheme  BFGS 0.0229 0.0056
) ; i ; ) DFP 0.0297 0.0288
1_ parameter fgnc_:tlonal for kinetics: MPWl‘R(ThIS_ func mBroyden 0.0301 0.0271
tional was optimizet? to a database of barrier heights and 1 0.0305 0.0162
reaction energies. Several studies have demonstrated that the 10-1 0.0195 0.0142
MP1WK functional gives good performance for kinetfes kspring (Endo™?) 1072 0.0229 0.0056
. 1073 0.0234 0.0059
However, the increased percentage of Hartfeeck ex- 10-4 0.0234 0.0059

change in MPW1K deteriorates the atomization energy calCu-—aTne absolute value of the maximum component of the adjusted
lation#9) The 6-31-G(d,p) basis sét>?was chosen as a good force at the highest energy image (in atomic units: Epao 1) at
compromise between cost and efficiency for the system iterations 20 and 40, respectively, is used as a test for the conver-
studied. To compare the performance of the various options, 96"ce of the method. The rows corresponding to recommended

. . . values are in bold. In each case, when one parameter or choice is
we always performed 40 iterations, and then the maximum yaried; the other four are fixed at their recommended value, except
component of adjusted force at the highest energy image wasor the first 3 rows in the table. That row has n= 11, HSCALE = 100
checked. As the NEB algorithm should converge to the SP, Ena? NEB choice = CI-NEB, update scheme = BFGS, and Kspring

. . = -2 bpni i
the forces at the highest energy image should go to zero. — 002 End™* 7 nis the number of movable images.

The parameters we will test here are: the number of can pe used. However, if the user wants to tightly optimize
images, the choice of B, IT, or Cl for the NEB algorithm,  the saddle point, more images should be included. However,
the way of generating the initial Hessian to obtain the the most efficient way to get an accurate saddle point would
displacement during the quasi-Newton minimization, how pe to carry out the NEB minimization in more than one
to update this Hessian as the optimization proceeds, and the;ycle: one could start using a few images just to locate the
spring constant. Other parameters that can be controlled bymaximum energy region. Then, with that region defined, we
the user are not tested here. Examples would be inclusionyould run a second NEB minimization concentrating all the
of some intermediate points (apart from the two fixed end jmages in the area surrounding the saddle point. In this way,
pOintS) in order to generate the initial chain, calculation of the highest_energy image can be made to approach closer
a new full Hessian along the minimization, etc. and closer to the saddle point. Various kinds of interpolation

We started our study using some reference values of thecould be done between the three highest-energy images in
parameters taken from previous work. For example, we usedorder to obtain a better geometry for the saddle point; for
a value forksping= 0.02 Exa9 % as recommended by Alfonso  example, the user can apply a quadratic interpolation.
and Jordaf? and we used a scaled unit matrix as initial  We tested the performance for= 11, 21, and 41 movable
Hessian with HSCALE= 100 Ea 2 (see below for the  images. These numbers include 5, 10, or 20 interpolated
definition of HSCALE). Due to the arbitrariness of these images plus the intermediate image that is included. All of
parameters, we performed an iterative determination of thethe images were obtained by using the same initial points,
optimum parameters; that is, once we obtained the best valueas explained above; we just increased the number of points
for one parameter, we reoptimized all the others. In this way, generated between them. In Table 1 the maximum compo-
we could obtain best parameters even if their optimum valuesnent of the adjusted force at the highest energy image are
are coupled. The intermediate results of this iterative shown. As can be seen, the results do not depend strongly
optimization are not discussed, and we will just discuss the on the number of images used. Therefore, for the H-
final results. Figures 25 show the results after 40 steps of abstraction in the CiH+ OH system, 11 movable images
path minimization for various values of each parameter, and provide a good compromise between cost and accuracy. This
Table 1 gives the corresponding values for the maximum option was not reoptimized with the best values for the other
component of the adjusted force at the highest energy imageparameters, and in Table 1 the results shown correspond to
(the criterion followed to decide the best parameters). those obtained with the values recommended by Alfonso and

3.1.3. Number of ImagesThe number of images to be  Jordar??
used in carrying out the NEB minimization should depend  For all the tests presented in the rest of section 3.1, we
on the objectives of the user. For example, if one is using setn = 11 except in Table 1, which also shows results for
the NEB method just to obtain the qualitative nature of the n = 21 and 41.
path from reactants to products and to check if there is an 3.1.2. Scaled Unit Matrix. Using a unit matrix as an
energy maximum along this path, a small number of images approximate initial Hessian is well-known to be an efficient
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HSCALE=100 ~-&-- .
HSCALE=1000 —m -
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Image number image number
Figure 2. Influence of the HSCALE (Enao?) value used in Figure 3. Influence of the iterative process chosen in the
the minimization for CH4 + OH system. All other variables minimization for CH, + OH system. All other variables were
were kept unchanged: CI-NEB algorithm, Kspring = 0.01 Enao ™2, kept unchanged: BFGS update scheme, Kspring = 0.01 Enay 2,
and BFGS update scheme. The relative potential energy (vs and HSCALE = 10 Enao~2. The relative potential energy (vs
reactants) is depicted vs the image number at iteration 40. reactants) is depicted vs the image number at iteration 40.
The “initial set” stands for the energy at the initial chain of The “initial set” stands for the energy at the initial chain of
images. images.

way to obtain the displacement in quasi-Newton minimiza- images. Nevertheless, MULTILEVEL4.1 does have an option
tions. This unit matrix can be scaled in order to obtain a to use the exact Hessian if the user chooses the B-NEB
matrix closer to the real Hessian. The value used will be algorithm. In this case, the Hessian also contains the off-
named HSCALE (as the unit matrix has no units, the diagonal terms corresponding to the spring forces. These
HSCALE gives dimension to that matrix in order to adjust terms involve the tangent vector, and they are easier to derive
it to approximate a Hessian). We tested several values forfor B-NEB than for IT-NEB or CI-NEB. This option,
this variable, and the results are shown in Figure 2. The however, is computationally more expensive than the scaled
values for the maximum component of the adjusted force at unit matrix and hence is not recommended either.

the highest energy image can be seen in Table 1. In all the To summarize, we recommend using a scaled unit matrix
cases, the other three parameters were kept fixed at thewith HSCALE = 1—10 Eay, 2 in order to start the NEB
values: CI-NEB algorithm, BFGS update scheme, kpég minimization.

= 0.01 Ba 2 Although the options HSCALE= 102 and 3.1.3. Iterative ProcessThree different versions of the
HSCALE = 10* Esay 2 were also tested, we do not show jterative scheme in the NEB algorithm were implemented:
the results; both values yield a band that does not minimize B-NEB,!5 IT-NEB,2° and the CI-NEB?2 All the other options
correctly. The smallest value (HSCALE10 2 Enao ?) gave  were fixed for the three tests by employikgying €qual to

an initial quasi-Newton step (see eq 10) so large that the 0.01 a2 and a scaled unit matrix as a initial Hessian,
displacement moved the new set of images very far away with HSCALE = 10 Ea 2 The results are depicted in
from the initial one, and the energies did not minimize. On Figure 3. The values of the maximum component of the
the other hand, the largest value (HSCAEELQ" Enay?) adjusted force at the highest energy image listed in Table 1
gave a very small initial quasi-Newton step so that the next show small differences between the three options. Althought
set of images was almost equal to the initial one. The these differences are small, the CI-NEB performed better
intermediate values for HSCALE perform quite well, but the than the other ones, as was expected due to its special design
best option is HSCALE equal to 1:& 2. for SP optimizations.

One could choose other options for the initial Hessian.  3.1.4. Update SchemeThe initial Hessian matrix was
For example, the program could compute the “true” force approximated by a scaled unit matrix. However, during the
constant matrix (at the actual electronic level or lower) for optimization of the path, this matrix can be and is updated
each image in the set of images. The calculated Hessianby using one of the three possible schemes: BFGS,
corresponds to the “true” Hessian of the system without DFP# or modified Broyder¥? We compared the perfor-
spring forces; i.e., without the terms representing the mance of these three algorithms; in all cases we used a scaled
interactions between images; recall that the gradient in unit matrix as an initial Hessian with HSCALE 10 Eay 2,
eq 10 is the “total” gradient (also called “adjusted” gra- the CI-NEB algorithm was used, atkgingwas set equal to
dient), not the “true” gradient. In fact, and probably for this 0.01 Ea; 2 The results obtained are depicted in Figure 4.
reason, this option did not work better than the scaled unit As can be seen, after 40 iterations, the BFGS algorithm gives
matrix. the best converged path, followed by the modified Broyden

The third option, the use of exact Hessians (as defined in algorithm. Since the computational costs for these three
eq 10), cannot be recommended either; especially when oneschemes are very similar, we recommend using BFGS. Table
takes into account the computational cost to compute the 1 shows that the maximum components of the adjusted force
Hessian, which isNl x 3N) x (M x 3N), whereN is the at the highest energy image confirm the better performance
number of atoms of the system aml is the number of  of the BFGS update scheme.
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20 . . . algorithm. This occurs because the global force on each

" initial set —+——
BFG

s FGS x| image is almost totally due to the spring force. The best value
m-Broyden &

for Kspring is 0.01 Eao 2.
i 3.2. Tests.In this section, we will present some tests of
the method on various systems. Based on the studies
presented in section 3.1, we used the following options to
characterize the paths in these test applications: (i) spring
constant: 0.030.001 Eay? (i) scaled unit matrix as initial
1 Hessian (HSCALE= 1-10 By ?); (iii) update scheme:
BFGS; (iv) NEB algorithm: CI-NEB; and (W (number of
movable images): depending on the purpose of the user (10
15 in order to obtain a good initial guess). When the points
in the NEB profile are closer, the reaction path is smoother.
The radicals CB50, and CHSCH,O are key species
formed in the addition and abstraction mechanisms, respec-
tively, of the DMS+ OH reactiort® There are no theoretical

10

V (kcal/mol)
&)

image number

Figure 4. Influence of the update scheme used in the
minimization for CH, + OH system. All other variables were
kept unchanged: CI-NEB algorithm, Ksping = 0.01 Epao~2, and
HSCALE = 10 Enap 2. The relative potential energy (vs

reactants) is depicted vs the image number at iteration 40.
The “initial set” stands for the energy at the initial chain of
images.

studies of the pathways of their dissociations. However, these
dissociations are potentially important because the final
products are directly linked to S® formatiorf®

15 ' ' S CH,SQ, — CH;, + SQ, (R1)

CH,SCH,0 — CH,S + HCHO (R2)

The other reaction chosen is also part of the abstraction
mechanism, and it involves a heavy-atom transfer:

V (kcal/mol)

CH,SCH,00 + NO— CH,SCH,0 + NO,  (R3)

It has been proposed that this reaction takes place via an
intermediate?

CH,SCH,00 + NO— CH,SCH,OONO  (R3a)

Image number

Figure 5. Influence of the Kspring (Endo~?) value used in the
minimization for CH, + OH system. All other variables were
kept unchanged: CI-NEB algorithm, HSCALE = 10 Enap?,
and BFGS update scheme. The relative potential energy (vs
reactants) is depicted vs the image number at iteration 40.
The “initial set” stands for the energy at the initial chain of
images.

CH,SCH,O0ONO— CH,SCH,O0+ NO, (R3b)
The main aim in studying these reactions was to obtain a
global knowledge of the path: does the reaction take place
via a saddle point or does the energy along the MEP change
monotonically. One possibility to answer those questions
would be to perform an NEB minimization. Furthermore, if
a maximum along the NEB profile appeared, we could then
Note that the update scheme needed in the NEB isrefine that NEB minimization in order to get closer to the
qualitatively different from the update schemes needed in saddle point. The electronic-structure level chosen was again
searching for saddle points in a quasi-Newton procedure. Inthe MPW1K density functional methédfor the reasons
a quasi-Newton procedure, one can use special updateexplained above. Moreover, it has been shown that this
schemes for Hessians that contain a negative eigenffalue. functional works well for these kind of reactioffs.
However, for the NEB calculation, we are minimizing all 3.2.1. CHSO; and CH3SCH,0 Dissociations.The initial
the components of the total force, and the Hessian shouldguess of images for both reactions R1 and R2 was built by
not contain any negative eigenvalue. direct interpolation from the minima (G380, and CH-
3.1.5. Spring Constant.To test the influence of the value SCHO, respectively) to a “product-like” structure. For
of the spring constant on the performance of the NEB reaction R1, we used an end point where theSdistance
minimization, we used many different values. For these tests,was 3 A, while for reaction R2, that distance was 4.5 A.
the CI-NEB and the BFGS choices were used as the iterativeThe end points with stretched bonds were not optimized.
process and update scheme, respectively, and a scaled unithe results for both reactions are depicted in Figure 6.
matrix with HSCALE = 10 Ba, 2 was used as initial The top half of Figure 6 shows that the €30, dissocia-
Hessian. The results obtained for NEB minimization after tion does not present any maximum of energy along the
40 iterations are depicted in Figure 5, and the maximum NEB. It is reasonable to conclude that this dissociation takes
components of the adjusted force at the highest energy imageplace by a monotonic increase in the energy, so searching
are shown in Table 1. As can be seen, using a large valuefor a saddle point would be fruitless. The same conclusion
for the keping results in very poor performance of the could be reached by computing a distinguished reaction-
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Figure 7. NEB minimization for NO addition to CH3SCH,-
OO radical (reaction R3a). The relative potential energy (vs
the addition minimum, CH3SCH,OONO) as a function of the
forming bond O—N distance is depicted. Three different stages
of the minimization are shown: the initial guess, the energies
after 20 iterations, and the final energies obtained after 40
iterations.

-
o

maximum of energy very close to the true saddle point. Using
the geometry of the maximum-energy image as a starting
point, we performed a transition-state (TS) search with the
Gonzalez-Schlegel algorittfhas implemented irGaussi-
an03%#*and it converged to the saddle point after only three
cycles. The maximum-energy point in the second NEB run
was 8.4 kcal/mol above reactants, while the real saddle point
is at 7.8 kcal/mol; the normal mode associated with the
reaction coordinate (€S stretching) has a frequency of 430i
cm 1, while at the saddle point it is 364i crh

V (kcal/mol)
o = N W H»h OO N 0O ©
T

1.5 2 25 3 3.5 4 4.5
distance C-S (A)

Figure 6. NEB minimization for CH3SO, (top) and CH3SCH,0
(bottom) systems. Top: Relative potential energy (vs reactant,
CH3SO0,) vs breaking bond distance (ds-c) after 20 and 40
iterations (just one run was performed). Bottom: Relative

potential energy (vs reactant, CH3SCH,O) vs breaking bond
distance (ds-c), after 40 iterations for run 1 and run 2. Run 2
was built by constraining the area to the maximum of energy
in run 1.

3.2.2. CHSCH,00 + NO — CH3SCH,O + NO,. We
studied reaction R3 by assuming that it takes place in two
steps: (1) the NO addition to the radical to form a stable
complex and (2) the C}$CH,OONO dissociation to form

NO, and CHSCHO, whose dissociation is discussed above.
coordinate path. Although in this case choosing a coordinate The initial guess of images for both reaction R3a and reaction
would be very easy (because the reaction is the breaking ofR3b were built by linear interpolation between the stationary
one bond), there are many cases where selecting onepoint representing the addition complex (§3€HOO—NO)
distinguished coordinate would be a difficult choice, and the and a “reactant-like” and “product-like” geometry, respec-
coordinate chosen could turn to be unrepresentative of thetively. For the NO addition we used a “reactant-like”
MEP. This is one of the advantages of the NEB minimiza- structure where the forming-€N bond had a length of 4
tion: the path is minimized without any restriction on the A; the “product-like” geometry for the C¥$CHOONO
coordinates of the images. It is worth noting that the location dissociation was represented by a structure with a breaking
of the saddle point (if it exists) should be independent of O—O bond of length 4 A. These two end points were not
the particular system of coordinates chosen. However, thisoptimized.
is not true for the reaction path; the NEB path should In Figure 7 the NEB minimization for the NO addition is
converge to the steepest descents path in whatever coordinatshown. It can be observed that NO addition takes place via
system is used; the user should keep in mind that only in ana barrierless association. We did not perform any refinements
isoinertial coordinate system is the steepest-descents patlior this path because no saddle point is expected when the
equal to the intrinsic reaction path, which is the MEP in the potential energy profile along the reaction path is monotonic.
notation we usually use. Figure 8 shows the successive NEB minimizations for

In contrast with the results for reaction R1, reaction R2 reaction R3b. As the first run suggested that this dissociation
showed a maximum of energy along the NEB path, as cantakes place via a saddle point, we ran more NEB cycles in
be seen in Figure 6. This suggests although it does not proveprder to get closer to that point. Each successive run was
that the dissociation of C}$CHO takes place via a saddle performed by constraining the search to the maximum-energy
point. To characterize this saddle point, we performed a area. After 4 runs, we used the highest energy image as the
second NEB minimization by limiting the images to the area initial guess for a conventional TS search. By using the
around that energy maximum. In particular, we built a second Gonzalez-Schlegel algorittfhas implemented inGaus-
initial path using two images from the first run as the final sian03* we did succeed in finding the saddle point for
end points of the second run. This second run yielded areaction R3b. Comparing the highest-energy image in the
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Figure 8. NEB minimization for CH;SCH,OONO dissociation
(reaction R3b). The relative potential energy (vs the minimum,
CH3SCH,OO0NO) as a function of the breaking bond O—-0O
distance is depicted. The results for four consecutive runs are
shown. A zoom in the highest-energy area is also depicted.
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Figure 9. A comparison between the energy along the NEB
and the energy along the MEP for CH3SCH,OONO dissocia-
tion (reaction R3b) is shown. The relative potential energy
along the path (vs the minimum, CH3SCH,OONO) is depicted
vs the breaking bond O—O distance.

fourth NEB run with the saddle point shows that the point
was geometrically very close to the saddle point. For
example, the breaking-©0 bond was 2.04 A in both cases.

However, the highest-energy image had two additional

J. Chem. Theory Comput., Vol. 2, No. 4, 2093

to remark here that the MEP could be computed because
we previouly obtained the saddle point by using the NEB
algorithm.

In contrast, when using a distinguished reaction coordinate,
we could not characterize the saddle point. Since a saddle
point is needed to start the MEP calculation, using the NEB
algorithm was a necessary starting point.

The main aim of the studies reported in this section was
to obtain a global view for each reaction studied and to
characterize the saddle points (if they exist). If we wanted
to converge the NEB to the MEP we would need to use more
images along the NEB and more cycles for the minimization
(all our minimizations were stopped after 40 cycles).

4. Conclusions

The Nudged Elastic Band method was originally proposed
for condensed-phase systems and is particularly useful for
such cases. We have shown here that it can also be very
useful for gas-phase reactions, and we have implemented it
for this kind of application in the MULTILEVEE program.
Three options are included for the tangent vector, and users
can choose among several options for other variables as well.
On the basis of our studies we recommend default values
that can guide the user in preliminary searches.

In some cases the optimum parameters to be used depend
on the purpose of the calculation. For example, Figures 2
are not smooth due to the small number of images used. We
did not employ more images because in those cases we were
carrying out exploratory work. Later, in Figures 6 (bottom)
and 8, we increased the number of images used (we
concentrated additional images in the more interesting
region). In this way, we obtained a smoother path.

The performance of the code has been illustrated for
reactions involved in the DMS chemistry of the atmosphere.
We characterized the paths for those reactions to show that
one can elucidate whether they take place via a saddle point.
For reactions where the profile showed a maximum in the
potential energy profile, we characterize the saddle point by
performing an iterative NEB minimization followed by a
saddle-point search. One can characterize an unknown
reaction in a systematic fashion by first doing a general NEB
minimization for a broad whole range of the reaction
coordinate and then constraining the search to the most
interesting regions.
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reaction coordinate. Those additional frequencies were

eliminated during the Gonzalez-Schlegel minimization. The
value of the imaginary frequency for the mode associated
with the reaction coordinate went from 367i to 189i ¢m

After characterizing the saddle point we computed the MEP
in order to compare the potential energy along the MEP to
that along the NEB path. This comparison is shown in Figure

9. The differences between these two paths show that the

NEB minimizations did not converge to the MEP mainly
because the minimization was not completed. It is important
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Abstract: A new method for constructing empirical valence bond potential energy surfaces for
reactions is presented. Building on the generalized Gaussian approach of Chang—Miller, V1,%(q)
is represented by a Gaussian times a polynomial at the transition state and generalized to handle
any number of data points on the potential energy surface. The method is applied to two model
surfaces and the HCN isomerization reaction. The applications demonstrate that the present
method overcomes the divergence problems encountered in some other approaches. The use
of Cartesian versus internal or redundant internal coordinates is discussed.

Introduction generalized the ChangMiller method for N-state systems

In the empirical valence bond (EVB) approach, the potential and provided a scheme to correct gas-phase ab initio data
energy surface (PES) for a reaction in solution is modeled for solutions!’ Truhlar and co-workers employed a general-
as an interaction between a reactant and a product#Es.  ized EVB approach by using distance-weighted interpolants
interaction between surfaces results in an avoided crossingto model the interaction matrix elements in their multicon-
and yields a smooth function describing the reaction on the figuration molecular mechanics meth&d?°
ground-state potential energy surface. Good empirical ap- The simplicity of the ChangMiller resonance integral
proximations for the noninteracting potential energy surfaces formulation is appealing, but certain difficulties must be
of reactants and products are available from molecular overcome to provide the greater flexibility required to model
mechanics methods. To obtain a reliable model of a PES more complex chemical reactions using molecular dynamics.
for a reaction, a suitable form of the interaction matrix The present article explores two possibilities for improving
element or resonance integrakx(q), is needed. the representation of the interaction matrix elements. In
For a two-state system, the interaction between reactantparticular, the generalized Gaussian utilized in the Ckhang
and product surfaces is taken as a modified Morse function Miller approach is replaced with a quadratic polynomial
in Warshel and Weiss’ original multistate EVB methothe times a spherical Gaussian. This avoids the well-known
function is adjusted to reproduce barrier heights gleaned fromproblem caused by negative exponents that may arise in
experiments or high-level ab initio calculations, but the form practice!21518Second, to improve the accuracy of the fit, a
of the surface is not flexible enough to fit frequencies at the |inear combination of Gaussians times quadratic polynomials
transition state (TS). Chang and Miller represented the squarep|aced at suitable locations on the potential energy surface
of the resonance integral;?, with a generalized Gaussién. g employed.
The exponents of the Gaussian are chosen to fit the structure
and vibrational frequencies of the TS from electronic

structure calculations. This form of the EVB surface is Model Description

sufficiently accurate for molecular dynamitc$? The Chang- The EVB model describes a reactive PES in terms of a linear
Miller model has also been applied by Jeridéhand combination of reactant and product wave functions. The
Anglada et al’ to transition-state optimizations. coefficients are obtained by solving a simple »2 2

More elaborate functions of the interaction matrix elements Hamiltonian for the lowest energy.
were used in the molecular mechanics/valence bond model
developed by Bernardi et al. for exploring photochemical W=cy,+cy, 1)
reaction potential energy surfacésMinichino and Voth
H= [Vll V12] )

V21 V22
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V= Bl)llﬂlwlﬂ Vi, =V, = Ey)1||3||1pzu Chang-Miller case; the expression f@ is slightly different.
V,, = [,[H[y,0(3) B D1D2T + D2D1T K, .
V="1(Viy + Vo) — \/ [1oVi = Vol + Vit (4) A Viu(Gre) — Vidrg) K
2
. . . ——=—— (8)
Each matrix element is a function of molecular geometry, V,(Gre) — V(Gro)

g. Good approximations fov;; andV,, are available from
molecular mechanics. However, much less is known about The exponentx is chosen to be small enough so that the
the functional form of the interaction matrix elemeNfy. PES is smooth but not so small that the reactant and product
In Warshel and Weiss’s approatthe interaction matrix ~ energies are affected significantly. One approach is to choose
element Vi, is chosen to reproduce the barrier height o to give a good fit for the energies along the reaction path.
(obtained from experiments or calculations). For cases whereThe form ofV;2? in eq 7 can also be viewed as expanding
greater accuracy is required, it is also desirable to match thev,.? as a linear combination of s-, p-, and d-type Gaussians.
position and vibrational frequencies of the TS in addition to

the barrier height. The ChandMiller approach describes 9(9,9¢,0,00) = eXp[—llz(qu - QK|2]
the interaction matrix element by a generalized Gaussian 0a) = (q — _y 2
positioned at or near the transition state 9(9.Gk.1,0.00) = (@ = A exp[="/,a1q — Al’]
V122(q) — AeXp[BT'Aq _ l/quT'C'Aq] Aq — q _ qTS g(qquIivjva) = (q - qK)I(q - QK)] eXp[_l/2a|q - qK|2] (9)
(5) Because the coefficients in eq 7 are linear, the procedure

whereqrs is the transition-state geometry. The coefficients can be readily generalized to include Gaussians at multiple
are chosen so that the energy, gradient, and second derivaeenters,qgx. For example, one could choose to place the

tives of the EVB surface match ab initio calculations at the Gaussian centers at the TS, reactant minimum, product
TS. Following Chang Miller’s notation? this yields simple, minimum, and a few points along the reaction path to either
closed-form equations for parametéxsB (a vector), and side of the transition state. The generalized fornvpf can

C (a matrix). be written as
A= [Vi4(ars) — V(Ardl[Vaolars) — V(arg)]  (63) NDim o
Vi '(a) = 2 D Bid(@ i) (10)
Dl D2 i=]=0

B= + and e 2t ;
[Vy,(0rd — V(Gr9)]  [ValGre) — V(O] where NDim is 3 times the number of atoms for a Cartesian
V. (q) Vi coordinate system or the number of coordinates if internal
D =—™" q av(a) (6b) or redundant-internal coordinates are utilized. The Gaussian

lg=q-e ™ 7 o=
nT Taq s pq 9= exponents are chosen such that the fit is sufficiently smooth

for energies along the reaction path awg? is acceptably

D,D,' D,D,' .
= + — small at the reactants and products, if these are not already
[Viy(Gre) = V(Gre)]°  [VanlOre) — V(a7 included ing. In the simplest approach, the exponents are
K, K, g all equal; alternatively, if suitable criteria exist, they may
- an be different for different centers, or even for different
Virltrd) ~ Vs 5 Vadtrd = Vi) directions. TheBjk coefficients are obtained by fitting to
K = V(@) _ *V(a) (6¢) V12 and its first and second derivatives at a number of points,
" 00 lo=are  09° lg=are g., which can conveniently be the samecds
The original version of the ChargMiller method runs V.Aq,) = ND'mB__ ( i)
into difficulties whenC has one or more negative eigenval- 12 Z»Zo ik ALl
uest?1518|n these cases, the form ¥i.2 in eq 5 diverges "
for_largeAq v_alues. T_he simplest solution to this_problgm 8V122(q) NDIm  39(Q, 0y, O0)
switches the interaction matrix element to zero in regions = Z T SEE—
where the unmodifiet;/? is negative or divergert.Another a9 a=q. iZ[Z0 a0 =0
approach is to include suitable cubic and quartic terms in o o . ) .
the Gaussian to control asymptotic behavor. IV, (a) NDim  9°9(0, O, J )
In the present article, an alternative form #ér? is pro- —2’ A Bik —2‘ (11)
posed. Instead of using a generalized Gaussian as in eq 5, a 99" a=a, =120 dq =

quadratic polynomial times a spherical Gaussian is employed. ¢ the number of Gaussian centers is equal to the number of
points (i.e., if the number of coefficients is equal to the
L ) number of energy values, first derivatives, and second
exp[—,alAq|] (7) derivatives), this is simply the solution of a set of linear
equations.

V() = All + B™Aq + Y,Aq™(C + al)-Aq]

Fitting to the energy, gradient, and Hessian at the transition
state yields the same formulas fArandB as those in the DB=F (12)
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(a)

/ \ (d)

(b) (©

Figure 1. (a) One-dimensional potential energy curve (solid line) constructed from two interacting Morse curves (chain-dot).
V11 and Va, (long dash) are quadratic functions fitted to the minima of the Morse curves, fitted using various EVB models (short
dash). (b) EVB model with constant Vi,2. (c) Chang—Miller EVB model with Vi,2 represented by a generalized Gaussian. (d)
EVB model with V;,? represented by a quadratic polynomial times a Gaussian. (e) EVB model with a three-Gaussian fit.

whereD is a matrix containing the values gfq.,qx,i.j,), matrix elementy;> = 0.010 au. The empirical valence bond
99(qL,Gk,1,j,0)/3q | g=q., andd?g(qL,gk,i,j,0)/30%|q=q, @aNdF is approximation to the surface is constructed from two
a column vector containing the values\6t%(q.), aVi22(q)/ guadratic potentials fitted to the individual Morse functions

89/q=q,, ando?V12(q)/30?|q=q, - Even with only a few expan-  at their minima. As can be seen from Figure 1a, in the region
sion centers, the eigenvaluesibbecome very small because of the transition stateéy;; andV,, are much higher than the

of strong overlap between the Gaussians. In this case, thepotential energy curve being modeled. Henég? will have
coefficients can be chosen in a least-squares manner. Simto be quite large, providing a suitable challenge for the
ilarly, if the number of Gaussian centers in the expansion is methodology.

chosen to be smaller than the number of points whgpe Starting with Warshel and Weiss's methbd;2? is set

and its derivatives are evaluated, then the coefficients Canequal to a constant. In Figure 1b, the constant is chosen to
also be obtained in a least-squares manner. reproduce the forward barrier height, and the curve is dis-
o T placed to match the energies of the reactant and TS. Note
minimize®B — F) W(DB — F) that the resulting minima positions are shifted, the barrier
D'WDB = D'WF (13) width is too small, and the reaction exothermicity is too large.
With only one parameter, fitting the potential energy curve
well is difficult.

In the Chang-Miller approach,V,2 is represented by a
Examples generalized Gaussian, with the parameters fitted to the tran-
One-Dimensional Test Caséntersecting Morse Cures.A sition-state energy, gradient, and Hessian. For this example,
simple one-dimensional potential energy curve can be con-the parameters for eq 5 afe= 0.167,B = 0.385, andC =
structed from two intersecting Morse curves, as shown in 1.988. As shown in Figure 1c, this yields a significant im-
Figure la. This resembles the potential energy along theprovement in fit to the potential energy curve. Becaugé
reaction path for hydrogen abstraction reactionstX+ Y is not zero at the reactant and product geometries, the minima
— X + H-Y, and similar atom-transfer processes involving are slightly displaced, though not as much as in Figure 1b.
the forming and breaking of single bonds. The parameters WhenV;2? is represented by a single Gaussian times a qua-
for the Morse curves arB, = 0.12 and 0.16 au with force  dratic polynomial, Figure 1d, the results are similar to the
constants at the minima of 0.40 and 0.50 au, respectively; Chang-Miller approach. The Gaussian exponentan be
the curves are displaced by 3.00 au and interact by a smallvaried over the range 1-3.0 (bracketing the ChangMiller

whereW is a diagonal weighting matrix. This can be solved
easily using singular value decomposition.
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®

Figure 2. (a) Muller—Brown potential. (b) Chang—Miller EVB model with the V;,2 Gaussian placed at the minimum on the
intersection seam of Vi; and V,,. (c) Chang—Miller EVB model with the Vi,2 Gaussian at the TS. (d) EVB model with V;,2
represented by a quadratic polynomial times a Gaussian at the TS. (e) EVB model with a three-Gaussian fit. (f) EVB model with
an eight-Gaussian fit. In parts b—f, the points indicate positions of the Gaussians used to construct V;,2.

exponent) and provides some additional flexibility in fitting whereA ={—-200,—100,-170, 15)x°={1, 0,—0.5,—1},
the potential. If the exponent is chosen to be too laxge, yw=1{0,05,15}a={-1,-1,-6.5,0%,b=1{0,0,
is too narrow and the EVB curve no longer descends 11, 0., andc = {—10, —10, —6.5, 0.%. As shown in
smoothly from the transition state. Figure 2a, the surface has three minima. The upper two
A better fit is obtained by using three Gaussians times minima are connected by a rather curved reaction path and
quadratic polynomials, for example, one at the transition serve as a suitable test case for the EVB model.\thend
state, another halfway between the TS and the reactant, and/,; potentials are chosen as quadratic functions fitted to these
the third halfway between the TS and the product. Figure two minima. Figure 2b demonstrates that the Chalgler
1le shows that this approach produces a very good fit to themethod produces a good representation of the surface when
potential energy curve for suitably chosen exponents. Thethe Gaussian foW;2? is placed at the lowest point on the
additional two Gaussians could also be placed at the minima,intersection seam d¥1; andV,,. Bofill et al. has used this
but this does not yield as smooth a curve. For more difficult approach in modeling potential energy surfaces for transition-
cases, it could be beneficial to utilize five Gaussians: one state optimization> However, placing a Gaussian for the
at the TS, one at each minimum, and one halfway betweenChang-Miller method at the TS vyields a very poor ap-
the TS and each minimum. proximation of the Mller—Brown surface, as seen in Figure
Two-Dimensional Test Casdiller—Brown SurfaceThe 2c. This is because the matfixhas one negative eigenvalue,
Muller—Brown surfacé! is a convenient two-dimensional  causingVi-2 to diverge along the corresponding direction.

example frequently used as a test case for optimization |f v,,2 is represented by a Gaussian times a quadratic

algorithms and reaction-path-following methods: polynomial placed at the transition state, then a good
5 approximation to the Miler—Brown surface is obtained, as
V(xy) = A expla(x— x9)? + bi(x — x)y — y°) + shown in Figure 2d. A better fit to the ridge separating the

aly — y97 (14) two minima may be constructed by placing two additional
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Figure 4. EVB fit to the potential energy surface for HCN —
HNC using harmonic functions for V;; and V,; in redundant
internal coordinates (C—N stretch, C—H stretch, N—H stretch,
o) G \ OH—C—N bend, and OH—N—C bend) using a Gaussian times
/ /]/\Q \\\;\ a polynomial for V1,2 in redundant internal coordinates. The
?//,/,?// m\\\\\}\ carbon is at the origin; the nitrogen is at (1.116, 0.000), and
) I N _'t“ﬁ\ the energy is plotted as a function of the Cartesian coordinates
of the hydrogen. The points in a—c indicate the positions of
Gaussians used to construct V1,2,
SRR nates for the EVB surface, the minima valleys do not curve
// /7 \-\\\\\g\\ toward the transition state. The minima appear to have moved
,/ﬁ\\\\\ off the C—N axis as a consequence of fitting thig? only
(e) Lo 11l 1 I at the transition state. When two additional Gaussiarns (
Figure 3. EVB fit to the potential energy surface for HCN — 0.5) _at the minima a_re included, Flggre 3b, the energy,
HNC using a Gaussian times a polynomial for Vi,2 in gradients, and Hessians at the minima are reproduced
Cartesian coordinates. The carbon is at the origin; the nitrogen correctly by the EVB surface. However, the valleys still do
is at (1.116, 0.000), and the energy is plotted as a function of .
the Cartesian coordinates of the hydrogen. The points in a—e not properly curve toward the TS, and there are spurious
indicate the positions of the Gaussians used to construct Vi,2. minima for bent structures. Adding two more points between

Gaussians along the ridge, Figure 2e. The surface can béhe TS and the minim_a, Figure 3c, cqrrects ‘_h? curvature of
improved further by including more Gaussians, Figure 2f. thg vaIIeys_ and eradicates t.h.e Spurious minima. Two ad-
Molecular Case-HCN — HNC. The isomerization of ditional points near the transition state serve to improve the
hydrogen cyanide is a simple unimolecular reaction often width of. the potential energy surface through the transition
employed to test potential energy surface exploring algo- State; Figure 3d. Extra points near the minima, Figure 3e,
rithms. Because the-eN bond length changes little during A0 Not seem to provide any additional improvement.
this process, the key components of the potential energy As an alternative to Cartesian coordinates, internal coor-
surface can be easily visualized in two dimensions by plotting dinates can be used to constritgt and V2, and to fit Vi,
energy as a function of the hydrogen position. In internal Internal coordinates are more natural coordinates for this
coordinates involving bond lengths and angles, the reactionsurface with a curved reaction path than Cartesian coordi-
path is relatively linear. However, if Cartesian coordinates nates. To include the coordinates appropriate for both
are used for the hydrogen, the reaction path is approximatelyreactants and products, a redundant internal coordinate
a semicircle and fitting the surface should be more chal- system consisting of R(CN), R(CH), R(NHJHCN, and
lenging. In particularly, an EVB model with;, V2, and OHNC was chosen. The simple Charnidiller approach had
V12 in Cartesian coordinates is better suited for straight difficulties because of negative eigenvalue€irA Gaussian
valleys rather than curved paths. times a quadratic polynomial provided a very reasonable fit
The transition state and reaction path for the HENHNC to the surface, as shown in Figure 4a. Adding Gaussians near
surface were calculated using the HF/3-21G level of the reactant and product minima improves the surface
theory?2-26 First and second derivatives were calculated at somewhat, Figure 4b, primarily by providing a better fit
the transition state, the two minima, and selected points alongaround the minima. With amx value of 0.8 au for all
the reaction path as input for the EVB model. The results Gaussians, the maximum error in the energy for points along
are shown in Figure 3. Applying a Gaussian times a the reaction path is 0.0025 au. Including two additional points
polynomial at the transition state yields a surface with some along the reaction path on either side of the transition state
problems, Figure 3a. As a result of using Cartesian coordi- reduced this error by a factor of 10 (Figure 4c—= 1.5 au).
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gradients, and Cartesian Hessians at selected points along
the reaction path. A very good EVB surface is obtained with
V1?2 fit by only a single Gaussian times a quadratic
polynomial at the transition state. The minima and shape of
the reaction path are represented well. With suitably chosen
dissociation energies for the Morse, the asymptotic form of
the surface is also reproduced well. Including Gaussians at
the minima does not change the surface, but adding two
additional points between the minima and the TS improves
the EVB surface. For the EVB surfaces shown Figure 5c,
V12 fit by five Gaussians with an exponent of 0.7 au yields
a maximum error of 0.00013 au for the energy for points
along the reaction path.

The logical extension of the tests cases illustrated in
Figures 3-5 is the combination of anharmonic potentials
for Vi1 and V,, in the natural internal coordinates for the
reactants and products amd,’ represented by a series of
Gaussians times quadratic polynomials in redundant internal
coordinates. As in the quadratic synchronous transit transi-

tion-state optimization proceduréghese redundant internal
) x‘ coordinates are best chosen as the union of the reactant and
\ product internal coordinates, augmented by any additional
/% \ X\\ internal coordinates required to represent interactions found
Lok C N Bl 1L only in the reactive region of the potential energy surface.
For an improved fit tov;2?, the Gaussians at the reactants,

(a)

(@

Figure 5. "EVB fit using anharmonic functions for Vi, and Vz, products, and transition states (and possible intermediates
in nonredundant (Z-matrix) internal coordinates (Morse for ’ . i
stretch, harmonic for bend, LJ for repulsion) and Gaussians along the reaction path) should be augmented by additional
times a polynomial in Cartesian coordinates for Vi, The Gaussians placed between those stationary points and the
carbon is at the origin; the nitrogen is at (1.116, 0.000), and  yansition states along the reaction path. Extra fitting points
the energy is plotted as a function of the Cartesian coordinates .

of the hydrogen. The points in a—c indicate the positions of can b? adde.d to represent spemql features such as the
the Gaussians used to construct Vi,2. (d) The potential energy tunneling region near a saddle point or extended ridges
surface for HCN — HNC calculated at RHF/3-21G. separating reactant and product valleys. Molecular dynamics

can locate additional areas of the potential energy surface
where extra fitting points may be needed, in a manner akin
to the “GROW” procedure of Colling’

Further reduction in the error can be achieved by adding
more Gaussian centers at appropriate places on the surfac
As can be seen from Figures 3 and 4, the choicevigr
and Vo, clearly has a profound effect on the shape of the
potential energy surface in the regions away from the reaction Summary
path and fitting points. The simple harmonic functions used The present work investigates some alternatives for repre-
in Figures 3 and 4 were chosen to challenge the fitting sentingVi,?> employed in constructing EVB-type potential
procedure. More realistic potentials employed in molecular energy surfaces for later use in molecular dynamics calcula-
mechanics force fields include anharmonic stretching and tions of chemical reactions. The use of a Gaussian times a
bending potentials and nonbonded repulsions. Results em-quadratic polynomial foV,2? instead of the generalized
ploying such potentials are summarized in Figure 5 and Gaussian used in the Chaniyliller method has been
compared to the actual HCN- HNC surface obtained by  proposed. This approach overcomes the divergence difficul-
calculating the energy at the HF/3-21G level of theory on a ties often encountered in practice when the generalized
suitable grid of points depicted in Figure 5d. To represent Gaussian is used to fit to the energy, gradient, and Hessian
V11 in HCN, we employed Morse functions for the CN and at a transition state. The approach is extended by representing
CH bond stretches, harmonic potentials for the HCN bend V;2? as a linear combination of Gaussians times polynomials
and the CN-CH stretch-stretch interaction, and Lennard- at selected points anywhere on the surface. The utility of
Jones potentials for the nonbonded N interaction (an anti-  the methodology is illustrated by applications to some simple
Morse function works just as well; alternatively, a suitable one- and two-dimensional model surfaces along with the
anharmonic bend could have been used). Although thelN  surface for the HCN—~ HNC isomerization reaction. A single
nonbonded interaction would normally be covered by an- Gaussian times a quadratic polynomial performs as well as
harmonic bending terms in conventional force fields, a the Chang-Miller approach where the latter succeeds and
Lennard-Jones potential was employed to test the robustnesgives a good fit even when Chandliller has divergence
of our fitting procedure. The corresponding coordinates were difficulties. Better fits to potential energy surfaces are
used inVy, for HNC. The interaction matrix elemer¥;2?, obtained with a distribution of Gaussians, particularly when
was represented by one or more Gaussians times polynomialthe reaction path is curved or when the coordinates system
in Cartesian coordinates and fit to energies, Cartesian makes the fit challenging. For HCN- HNC, the effect of
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the coordinate system on the quality of the EVB surface was (11) Hwang, J. K,; Chu, Z. T.; Yadav, A.; Warshel, A.Phys.
explored. Internal coordinates performed better than Cartesian Chem.1991, 95, 8445-8448.
coordinates; however, both coordinate systems could be used (12) fghgazngé YéeTzi;le:gIggmo' C.; Miller, W. HJ. Chem. Phys.
to fit the potential energy along the reaction path to within ' '
chemical accuracy with as few as five fitting points. The (13) Jensen, K. Comput. Chem.994 15, 1199.
quality of the surface away from the fitting points depends (14) Jensen, FJ. Am. Chem. S04.992 114, 1596.
on the choice o¥/; andV,,. Anharmonic, internal coordinate ~ (15) Anglada, J. M.; Besalu, E.; Bofill, J. M.; Crehuet, &.
. . . . Comput. Chem1999 20, 1112-1129.
potentials with the proper asymptotic behavior produce a 16) B 4 E- ol M. Robb. M. AL Am. Ch S
. . . ernardli, r.; IVUCCI, IVl.; RODD, M. . Am. em. S0cC.
significantly improved global surface when compared to 1992 114, 1606-1616.
harmonic potentials in either Cartesian or internal coordi-

i o ) (17) Minichino, C.; Voth, G. AJ. Phys. Chem. B997, 101,
nates. There is no restriction on the coordinate system or 45444552,

placement of the Gaussians representiig in the current (18) Kim, Y.; Cochado, J. C.; Villa, J.; Xing, J.; Truhlar, D. G.
method, and extra points can be added to fine-tune special J. Chem. Phys200Q 112, 2718-2735.
features on the surface. Practical methods for the automatic (19) Lin, H.; Pu, J.; Albu, T. V.; Truhlar, D. GJ. Phys. Chem.

placement of the Gaussians will be explored in future A 2004 108 4112-4124.

work. (20) Albu, T. V.; Corchado, J. C.; Truhlar, D. G. Phys. Chem.
A 2001, 105, 8465-8487.

(21) Muler, K.; Brown, L. D. Theor. Chim. Actal979 53, 75.
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Abstract: In this article phase space constrained classical mechanics (PSCCM), a version of
accelerated dynamics, is suggested to speed up classical trajectory simulations of slow chemical
processes. The approach is based on introducing constraints which lock trajectories in the region
of the phase space close to the dividing surface, which separates reactants and products. This
results in substantial (up to more than 2 orders of magnitude) speeding up of the trajectory
simulation. Actual microcanonical rates are calculated by introducing a correction factor equal
to the fraction of the phase volume which is allowed by the constraints. The constraints can be
more complex than previously used boosting potentials. The approach has its origin in
Intramolecular Dynamics Diffusion Theory, which shows that the majority of nonstatistical effects
are localized near the transition state. An excellent agreement with standard trajectory simulation
at high energies and Monte Carlo Transition State Theory at low energies is demonstrated for
the unimolecular dissociation of methyl nitrite, proving that PSCCM works both in statistical and
nonstatistical regimes.

1. Introduction in excess of those in experiment, and rates are then
extrapolated?13

In this article we introduce and test the method of Phase
a high activation barrier, classical trajectory simulation, Sp_ace Congtralne_d Classical Dynamics to speed up classical
ST . . . trajectory simulations of low rates of chemical processes.
which is the most straightforward way to obtain reaction 7 . . . . . .
The main idea is to impose constraints which lock trajectories

rates, can be very time-consuming even for reactions Ofinthe region of the phase space close to the dividing surface

moderate sized mqlecules n th.e gas phase. C'urrent' ap'separating reactants and products (i.e. transition state). This
proaches to speeding up classical trajectory simulations

' , . pushes the trajectories toward the dividing surface, thereby
include reduction of degrees of freedom (coarse grainifig),  gecreasing the simulation time and substantially speeding

importance sampling of initial conditions near the transition up the trajectory simulation. Actual microcanonical rates are
state} and the hyperdynamics approach, which modifies cajculated as a product of the accelerated rate and a correction
interactions in the system by elevating potential energy wells factor equal to the fraction of phase volume allowed by
in order to decrease the reaction bafrigwithout changing  constrains. The justification is provided by Intramolecular
the characteristics of the transition state. See also ref 9 for Dynamics Diffusion Theory (IDDT}316 which shows that
some preliminary ideas related to hyperdynamics. Often far from the dividing surface the dynamics do not disturb
trajectory simulationd-*are performed at temperatures well microcanonical distribution so that the majority of nonstatis-

Speeding up calculations of chemical reaction rates is an
important goal of theoretical chemistry. For reactions with

10.1021/ct060042z CCC: $33.50 © 2006 American Chemical Society
Published on Web 06/13/2006
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tical effects are localized near the transition state. Thereforereactant region results in the initial statistical rate. However,
only the dynamics near the transition state need to bethis initial uniform distribution evolves quickly so that it
simulated. In the next section we give a brief summary of becomes depleted near the absorbing wall although it remains
IDDT and describe the method of Phase Space Constrainedunchanged (i.e. still microcanonical and uniform) far from
Classical Mechanics (PSCCM). In section 3 various imple- the dividing surface. Later the rate of reaction is determined
mentations of PSCCM are tested for the reaction of dis- by trajectory diffusion to the depleted region near the
sociation of methyl nitrite (CBDNO — CH;30 + NO). We adsorbing wal-a process attributed to the intramolecular
show that PSCCM reproduces the Monte Carlo Transition vibrational energy redistribution (IVR), which cannot be
State Theory at low energies, where the trajectory rate is described by transition state theory.

statistical, and trajectory simulations which account for  Therefore IDDT predicts that the trajectory rate constant
nonstatistical effects at high energies. The last section k'@ in (1) must be time dependent. By definition the initial

provides a summary and a discussion. (t=0) trajectory rate constant must be equal to the statistical
kstgiven by eq 2. In practice however, this short time rate

2. Theory is never observed in trajectory simulations unless serious

2.1. Trajectory Calculations and Monte Carlo Transition efforts are made to detect ft'® The rate observed in

State Theory. The calculation of the microcanonical rate trajectory simulations is actually the rate of diffusion along
constank(E) of a chemical reaction begins with choosing a the reaction coordinate toward the dividing surface due to
dividing surface S, which separates the reactants and the intramolecular vibrational energy redistribution, which is

products in the phase space. Usu&tys implicitly defined smaller than the initial statistical rate.
by a critical value of the reaction coordinage= g;. The v VR o
dividing surface can also be defined in the phase space. K™(E) = KR < C*E) 3)

After that the dynamics of reaction can then be treated either et ¢ the distributi he dividi ; q
by classical trajectories (CT) or by transition state theory. D€Pletion of the distribution near the dividing surface an
In trajectory simulations a microcanonical ensemble of reduction of the trajectory below the Transition State Theory

initial phase space points in the region of the reactant is SetvaluekS‘a‘is a nonstatistical effect, which becomes stronger

by a Monte Carlo procedure, which are then propagated in as the initial energy incr'ea.ses.'AF lower energies the rate
time by numerical integration of Hamilton’s equations of constant reaches its statistical limit.
motion. The rate can be established by a fit to the first-order

rate equation K™(E) ~ K(E) (4)

N(D) ‘ The energies at which trajectory simulations start yielding
n———=—KE)t (1) statistical results are quite low, and straightforward trajectory
N(t=0) simulation is expensive for those energies. Therefore methods
whereN is the number of trajectories still in the region of of accelerated dynamics are required to reach the statistical
the reactants. limit of classical mechanics. Another conclusion of IDDT,

These trajectory rates can be compared with those obtainedvhich is important in the context of the present work, is
by statistical Monte Carlo Transition State Theory (MCT®T), that microcanonical distribution is disturbed only in the
which will have the form of a flux through the dividing Vicinity of the dividing surface, which means that all

surface as nonstatistical effects are well localized. The IDDT picture
has been confirmed by a number of simulati&h3®
S[H(p,a) — E]la.16(q, — )dl 2.3. Phase Space Constrained Classical Mechaniéss
K*(E) =1fr rr T ) mentioned above, straightforward application of trajectory
2 fré[H(p,q) — E]dr simulations is extremely time-consuming for energies ap-

proaching the activation energy threshold. Calculation of the

The standard numerical approach to MCTST is by the integrals in the MCTST eq 2 is also difficult. In practice,
Metropolis random walk® In most cases the computed the d-function, 6(g- — ), is approximated by a narrow
trajectory rates (1) are lower than those of the purely function, which will be nonzero only in the vicinity of the
statistical theory (2), despite the fact that the initial ensemble dividing surface. The Monte Carlo random walk only visits
in the trajectory simulation is microcanonical. This is known the region that contributes to the integral in eq 2 infrequently.
as intrinsic non-RRKM behavigf: This results in a very slow convergence of the MCTST.

2.2. Brief Summary of IDDT. The Intramolecular Dy- An obvious method, which speeds up the convergence of
namics Diffusional Theoj 6 was developed to explain and MCTST, has been used in ref 22. It is based on the idea of
to quantify the intrinsic non-RRKM behavior. IDDT consid- importance sampling and is illustrated in Figure 1a. The
ers only the motion along the reaction coordinate and replacesrandom walk is restricted to the phase volumeclose to
the Liouville equation of Classical Mechanics by a diffusional the dividing surface. The calculated auxiliary rate constant
equation along this coordinate. The nonstatistical trajectory k;5®(E) is given by eq 2 with the integral ovéh only. The
rates after that can easily be extracted from the rate of actual rate can then be calculated by
diffusion along the reaction coordinate toward the dividing
surface (transition state), which serves as an absorbing wall KE) = k sta,(E)F_l
for the diffusion. Initial microcanonical distribution in the 1 r

(5)
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Reactants T Products of PSCCM in comparison to accelerated MCTST is that
PSCCM should be able to take into account nonstatistical
intrinsic non-RRKM effects, described by the IDDT.

It should be noted that not only the microcanonical rate
constant but also the canonical (i.e. thermal average) rate
2 Random walk constant can be estimated using PSCCM. The generalization
in the volume I'; is not difficult.

The PSCCM method is an application of Importance
Sampling, which is well-known within the domain of
trajectory simulations. In traditional methods, initial condi-

' tions are often biased to the most important redidnnew
Random walk in the whole reactant | feature of the PSCCM method is the additional biasing of
— phase volume T' + Dividing surface - the dynamics itself. The only comparable approach to

accelerating classical dynamics is the method suggested by
Voter?~8 which uses additional “boosting” potentials to push
the dynamics toward important regions of the configuration
space. There are two advantages of our version of the
accelerated dynamics, based on constraints which lock the

Reactants I’ T Products

i
Al Trajectory
i

in the volume T, trajectory in a small portion of the total phase volume rather
than on boosting potentials. First;, PSCCM relies on a
Repelling wall rigorous understanding of nonstatistical effects provided by

IDDT, which therefore gives a good idea as to where to put
constraints. Second, as will be shown in the next section,
phase space constraints can be introduced in a way, which
is hard to describe by a boosting potential. It should be also

>
v of

Random walk in the whole reactant F o mentioned that phase space constraints were used previously
T phase volume [ Dividing surface in refs 23-26 for incorporating zero point energy effects
Figure 1. Sketch of the importance sampling approach to into classical mechanics. Although the technique of PSCCM
Monte Carlo Transition State Theory (frame a) and Phase is somewhat similar to that of refs 226, our goal is to
Space Constrained Classical Mechanics (frame b). In the speed up simulations.

former the random walk, locked in the volume I'; (dashed line
in the frame a), visits the dividing surface more frequently 3. Implementation and Test of PSCCM

yielding accelerated statistical rate k;5®{(E), while in the latter We have implemented the idea of PSCCM by calculation
a trajectory locked in the volume I'; (dashed line in the frame of the microcanonical rate of dissociation of methyl nitrite
b) crosses the dividing surface and reaches products faster, (CHsONO).

producing an accelerated trajectory rate k"@(E). Both methods

require additional random walk (solid line) to calculate the CH,ONO— CH;0 + NO @)

correction factor I'y/T.
3.1. Potential Energy Surface for the Model System.

A second random walk is then needed to estimate the volumePreviously, reaction 7 has been studied both by trajectory
ratio I'y/T. This method introduces no new approximations simulation and MCTS®! For the present study the potential
into MCTST but greatly reduces computational time because energy surface has been modified in order to prevent another
two short random walks converge much more quickly than reaction channel considered beféfeiamely

a single random walk in the whole phase space.

In this article we propose a method of Phase Space CH,ONO— CH,0 + HNO )
Constrained Classical Mechanics, which expands the tech-
nique? to trajectory simulations. An outline of the method
is illustrated in Figure 1b. The motion of the molecule is
restricted in the region close to the dividing surface by 5 8 4
applying an auxiliary rigid wall, which repels trajectories in V=V(Ryy) + ZV(Ri) + ZV(Hi) +HVE) (9
the direction of the products, thus increasing the probability = = =
that reactive conditions are reached and dramatically de-\ynere
creasing the cost of the calculation. An analogous expression

Specifically, the potential energy surface of the present study
reads

to eq 5 for the true rate can be defined as V(Ron) = D 1 — expl= 8 x (Roy — RoWI}? — D, (10)
ey p, iy L 1 is the same Morse function as used befbbait without the
KP(E) =k (E)F ®) switching functions”’ For the remaining NO, CO, and the

three CH bonds the harmonic functions
where k{"3(E) is the accelerated rate constant, and the . 2
correction factol'y/T is the same as in (5). The advantage V(R) = 0.5€(R — R™) (11)
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Table 1. New Parameters of the Potential Energy Surface Table 2. Accelerated MCTST Rate Constants (in ps™1)
Used in the Present Study and Frequencies for Obtained in This Study
trans-CH3ONO energy/(kcal/mol) qf  accelerated MCTST  standard MCTST
value value value 70 4.3 0.000081 + 0.00002
(kcal/ (kcal/ (kcal/ 80 3.8 0.0012 + 0.0001 0.0011 + 0.0001
parameter mol/A%) parameter mol/A2) parameter mol/A2) 100 35 0.025 + 0.001 0.025 + 0.001
Koo 250 Keo 1250 P 650 150 3.3 0.56 + 0.02 0.54 + 0.02
frequencies _ calculation of accelerated rates is an order of magnitude faster
old PES (ref 27) this work than by the standard MCTST procedure. For 70 kcal/mol
173 931 1459 173 953 1249 standard MCTST calculations are proh|b|_t|ve, while acceler-
246 1049 1670 246 1049 1670 ated MCTST takes less thal h of CPUtime. As can be
368 1099 2760 372 1103 2807 i
aes 1430 5873 0 1220 014 seen in Table 2, the accglerated MCTST rate cc.)nstants.are
715 1430 2909 726 1430 2916 in very good agreement with the standard calculations, which

is not surprising, because the metfodoes not introduce

were used to prevent additional dissociation channels. The2"Y @Pproximations to MCTST.

ONO, CON, HCO, and HCH bending potentials are the same In trajectory simulations, ensembles of 1000 trajectories
as in ref 27 where they were modeled by the harmonic were employed in all cases (for standard and PSCCM
function calculations) except for the standard trajectory calculations

at 80 kcal/mol, for which we needed 3000 trajectories to
V(6,) = 0.5,°(6, — 6,%9? (12) achieve the same statistics as in the accelerated computations.
In trajectory simulation the dividing surface was chosen to
Finally V(z;) are a cosine series to treat the dihedral be the same as in the above MCTST (Ren=4.3, 3.8, 3.5,
interactions in the system (i.e. the CONO and the three and 3.3 A forE=70, 80, 100, and 150 kcal/mol, respectively).
HCON dihedrals) Due to a rapid decrease of the rate constant, straightforward
trajectory simulation is very slow fde = 80 kcal/mol and
is not feasible at all foE = 70 kcal/mol.

3.4. Implementations of the PSCCM MethodsThe most
straightforward implementation of PSCCM is to impose a
The parameters of eqs—93 are reported in ref 27 except constraint on the bond lengtRon. When the distance
that the force constants of harmonic potentials (11) are usedbetween the two atoms becomes smaller than a given value
here instead of Morse functions. The§gwere adjusted to  Rnin, We invert the projection of the velocities of O and N
fit the vibrational frequencies of our previous PES (see Table on the bond in the system of their center of mass. This is
1), which was, in turn, developed to reproduce ab initio or equivalent to introducing a hard wall potential between N
experimental (when available) vibrational frequencies, reac- and O. Figure 2a shows the rate constifE) (circles)
tion enthalpies, and geometrical parameters. The most crucialbbtained by PSCCM as a function of the repelling wall
parameter is the dissociation energy of the ON bbad= position together with the rate constant calculated by the
42 kcal/mol which is the same as in ref 27. The vibrational straightforward trajectory simulation shown by the gray line,
frequencies otransCH;ONO (the most stable conformer) the width of which indicates the error in the trajectory
are collected in Table 1 together with those calculated with calculation. The accelerated rate is within the error bar from
the previous PE%. As can be seen the removal of some the trajectory result up t&nm, = 1.8 A. The rate constants
flexibility in the PES has little effect on the vibrational shown in Figure 2a are also summarized in Table 3a.
frequencies of the reactant, and therefore the simplified PES The above implementation referred to as implementation
is accurate. 1 introduces an extra potential, and although its nature is

3.2. Trajectory and MCTST Computational Details. different from that of Votet 7 (instead of lifting up the
Before applying PSCCM we used the new PES to calculate bottom of the potential energy well we modify the repulsive
the rate constant by means of standard trajectory simulationpart of the potential), the approach is similar in spirit. In
(1) and Monte Carlo Transition State Theory (2) in its implementation 2 we impose a different condition and invert
accelerated versiéhfor the following vibrational energies  the velocities only when the energy of the ON bond, written
E = 70, 80, 100, and 150 kcal/mol with zero total angular as
momentum. An extensively modified version of the GEN-

DYN codé* has been used. Eon = Prei 2ttre1 + V(Rop) (14)

The dividing surface was positioned at the internuclear | ) )
distance Ron, which minimizes the statistical MCTST ~ With Pret and urer being the relative momentum and the
reaction rate, namelgoy = 4.3, 3.8, 3.5, and 3.3 A fdE = reduced mass of the ON bond, respectively, ¥(Rby), the_

70, 80, 100, and 150 kcal/mol, respectively. The minimized Morse potential of eq 9, becomes smaller than a given
MCTST rate constants are collected in Table 2. The Minimal energyEmi.. The constraint

accelerated MCTST rate constants were calculated by eq 5
with the restricted phase space volunig/T") confined to

the region betwee 2 A and g'. For 80 kcal/mol the includes momenta, whereas simple boosting poteftfals

5
V(1) = ) acosfr) (13)

EON = Emin (15)
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Figure 2. a. The microcanonical rate constant k(E) obtained with the help of PSCM, compared with the result of straightforward
trajectory simulation (gray line) for E = 70, 80, 100, and 150 kcal/mol as a function of the constraint condition given by Ry» (the
minimum ON bond length) for implementation 1. b. Microcanonical rate constant k(E) obtained with the help of PSCCM compared
with the result of straightforward trajectory simulation (gray line) for E = 70, 80, 100, and 150 kcal/mol as a function of the
constraint condition given by Enin (the energy of the diatomic ON fragment) for implementation 2. c. Microcanonical rate constant
k(E) obtained with the help of PSCCM compared with the result of straightforward trajectory simulation (gray line) for E = 70,
80, 100, and 150 kcal/mol as a function of the constrain condition given by En, (the energy of the diatomic ON fragment) for
implementation 3.

depend only on coordinates. Figure 2b and Table 3b showward trajectory simulation (TS) required more than 3000 min
the results of implementation 2 for the rate constants, which of CPU time, while implementations 2 and 3 needed only
are again very close to those of straightforward trajectory about 100 minutes with approximately 60% of the effort
simulations, even for the energiés,, approaching the  going on running trajectories estimatikgf®(E) (CPU time
dissociation energy of the ON bond. Overall, the performance in parentheses). The rest was spent on calculatinglifie (
of implementation 2 is much better than that of implementa- T') correction factor by random walk.
tion 1. However, at the highest energies of this study (100 Figure 3 shows rate constants calculated by PSCCM,
and 150 kcal/mol) method 2 yields rates a bit smaller than straightforward TS, and statistical MCTST. On the scale of
the standard ones, particularly at Idsy;,. We noticed that  the plot the result of PSCCM is indistinguishable from that
this behavior could be due to trapping of trajectories in the of straightforward trajectory simulation. In agreement with
repulsive part of the ON potential well because on the the predictions of IDDT at high energies, the dynamical
repulsive part of the ON Morse potential, the energy can be calculations produce rates higher than those of statistical
higher thanEni, and therefore the inversion of O and N MCTST, while at low energies nonstatistical effects are
velocities can lead to shrinking rather than stretching of the negligible. Accelerated PSCCM allows trajectory simulations
ON bond distance, which may lower the value of the for energies unaccessible for straightforward trajectory
accelerated rate constant. simulations and pushes the limit of dynamical calculations
To prevent this trapping we devised implementation 3. In to low energies where the rate constant reaches its statistical
implementation 3, which is a combination of implementations limit.
1 and 2, the velocity is inverted either when the energy  Therefore PSCCM reproduces nonstatistical effects at high
becomes smaller thayn or when the internuclear distance energies. On the other hand, it is most efficient at low
becomes smaller than the equilibrium ON bond length. In energies where trajectory rates are close to statistical, which
this way, we prevent the system from moving to the repulsive can be calculated very accurately and efficiently with the
part of the potential. Implementation 3 produced the best help of accelerated MCTST. To compare the PSCCM and
results, shown in Figure 2c (circles) and Table 3c. Particu- MCTST methods at low energies methods Figure 4 shows
larly, for the highest energy employed in this study (150 kcal/ variation of the rate constant with the position of the dividing
mol) the method is accurate whéi,, <30 kcal/mol (i.e. surface. MCTST rate has a distinct minimum, which defines
up to 70% of the dissociation energy of the molecule). For the transition state and the actual rate. On the other hand,
other energies the method is accurate even for the highesthe PSCCM are much less sensitive to the variations of the
Emin Of 35 kcal/mol, which is up to 83% of the dissociation dividing surface so that the PSCCM rate constant is in good
energy of the molecule. agreement with the minimized MCTST rate constant. This
Table 3 also shows the computational cost of calculations can be an advantage when variation of the transition state is
(CPU time). For example foE = 80 kcal/mol straightfor- difficult, for example, if the reaction coordinate cannot be



Table 3. Computational Details and Rate Constants (in ps—) Obtained in This Study with Implementations 1—3

a. Implementation 1

E = 70 kcal/mol E = 80 kcal/mol E = 100 kcal/mol E = 150 kcal/mol
rate time? rate time? rate time? rate time?
traj 0.0012+ 0.0001 3348 0.020+ 0.001 380 0.324+0.01 36
PSCCM Kirai(E) ki"ai(E) r/r Kirai( E) ki"&(E) Tayr Krai(E) k"™&(E) T Kirai( E) ki"(E) T
Rminb
1.4 0.00144 0.0003 0.0020 0.70 121 (119) 0.024+ 0.002 0.033 0.72 114 (112) 0.39+ 0.03 0.49 0.78 43 (42)
1.6 0.0009+ 0.0002 0.0045 0.21 114 (108) 0.024+ 0.001 0.085 0.29 110 (106) 0.36+ 0.03 0.77 0.47 31(29)
1.8 0.0010+ 0.0001 0.023 0.041 107 (101) 0.021+0.001 0.22 0.093 104 (98) 0.39+0.04 1.46 0.27 23(19)
2.0 0.00010+ 0.00001 0.029 0.0032 1971 (1171) 0.0010+ 0.0001 0.12 0.0087 100(71) 0.017+0.001 0.51 0.034 68 (53) 0.50+ 0.05 295 0.17 20(12)
2.2 0.00007+ 0.00001 0.11 0.00058 1759 (1194) 0.0009+ 0.0001 0.36 0.0025 105(59) 0.018+0.002 1.11 0.016 42 (27) 0.56+ 0.10 497 011 16(8)
2.4 0.00004+ 0.00003 0.30 0.00015 1980 (1151) 0.0008+ 0.0001 0.74 0.0011 85(36) 0.020+ 0.003 2.09 0.0094 40 (15) 0.70+0.09 8.90 0.079 15(5)
2.6 0.00004+ 0.00005 0.64 0.000060 1575 (1104) 0.0009+ 0.0002 1.43 0.00060 79(22) 0.025+0.004 4.17 0.0061 44 (10) 0.84+0.13 154 0.054 13(3)
2.8 0.00003+ 0.00008 1.24 0.000028 1762 (1103) 0.0010+ 0.0002 2.80 0.00035 105(12) 0.030+0.005 7.34 0.0041 95 (6) 0.90+0.08 27.1 0.033 20(3)
b. Implementation 2
E = 70 kcal/mol E = 80 kcal/mol E =100 kcal/mol E = 150 kcal/mol
rate time? rate time? rate time? rate time?
traj 0.0012+ 0.0001 3348 0.020+ 0.001 380 0.324+0.01 36
PSCCM Krai(E) ky"ai(E) Tyr Krai(E) ki"a(E) Ty/r Krai(E) ki"¥(E) TyT Krai(E) k"&(E) T4/T
Eminc
10 0.0014+ 0.0003 0.0072 0.19 143 (132) 0.017+ 0.001 0.06 0.30 105 (92) 0.29+ 0.02 0.56 0.52 59 47)
15 0.0011+ 0.0002 0.014 0.078 150 (130) 0.017+ 0.001 0.10 0.16 106 (83) 0.33+0.02 0.86 0.38 45(33)
20 0.00016+ 0.00006 0.010 0.016 175 (152) 0.0012+ 0.0002 0.037 0.033 160 (125) 0.017+ 0.001 0.19 0.088 93 (78) 0.35+ 0.02 1.15 0.30 59(31)
25 0.00012+-0.00003 0.022  0.0055 181 (135) 0.0011+ 0.0002 0.081 0.013 144 (113) 0.018+ 0.001 0.39 0.048 67 (47) 0.38+ 0.03 1.82 0.21 31(18)
30 0.00014+ 0.00002 0.077 0.0018 142 (100) 0.0012+ 0.0002 0.22 0.0053 126 (70)  0.020+ 0.001 0.76 0.026 59 (31) 0.40+0.05 2.67 0.15 26(14)
35 0.00014+ 0.00004 0.25 0.00055 195 (92) 0.0012+ 0.0001 0.55 0.0022 132(51) 0.019+ 0.002 1.34 0.014 37 (16) 0.55+0.09 5.04 0.11 38(6)
¢. Implementation 3
E = 70 kcal/mol E = 80 kcal/mol E = 100 kcal/mol E = 150 kcal/mol
rate time? rate time? rate time? rate time?
traj 0.0012+ 0.0001 3348 0.020+ 0.001 380 0.32+ 0.01 36
PSCCM Krai(E) ky"a(E) Ty/r Krai(E) ki"(E) Ty Krai(E) ki"§(E) TyT Krai(E) ki"§(E) Tl
Eminb
10 0.00114 0.0002 0.0074 0.15 138 (128) 0.020+ 0.001 0.078 0.25 100(88) 0.41+ 0.02 0.88 0.46 43 (32)
15 0.00114 0.0002 0.016 0.068 145 (127) 0.021+0.001 0.15 0.14 104 (81) 0.38+0.03 1.08 0.35 42(30)
20 0.0001640.00004 0.0098 0.016 170 (148) 0.0012+ 0.0002 0.041 0.030 154 (120) 0.020+ 0.001 0.24 0.080 92 (77) 0.34+0.02 1.30 0.26 39 (25)
25 0.000124 0.00003 0.022 0.0055 180(132) 0.0013+ 0.0002 0.11 0.012 136 (109) 0.020+ 0.001 0.44 0.045 63 (45) 0.34+0.04 1.70 0.20 25(13)
30 0.000134 0.00002 0.073 0.0018 138(99) 0.0012+ 0.0001 0.23 0.0051 99(59) 0.020+ 0.001 0.80 0.025 55(28) 0.36+0.04 2.50 0.14 24 (15)
35 0.000124 0.00004 0.23 0.00053 167 (84) 0.0012+ 0.0001 0.55 0.0021 124 (53) 0.019+ 0.002 1.38 0.014 36(16) 0.49+0.08 5.04 0.098 17 (7)

a2 Total CPU time (in min). In the PSCCM calculations the time is the sum of CPU times for the calculation of k,"(E) (in parentheses) and I'y/T

. b Eqin in kcal/mol. € Ryin in A
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J T T T T T T T T T T T ] 4. Summary and Conclusions
—=— Trajectory and PSCCM In this article we propose a new version of accelerated
0q] T MeTST ] dynamics based on phase space constraints rather then
previously suggested boosting potentiafs.We demon-
T 001 ] strated that the approach speeds up trajectory simulations
2 with no loss of accuracy. For example as Table-8ahows,
g for E = 80 kcal/mol the CPU time required by PSCCM is
1E-35 E more than an order of magnitude smaller than that of
straightforward trajectory simulation. F& = 70 kcal/mol
1E-45 3 straightforward trajectory simulation was not feasible, but

60 70 80 90 100 110 120 130 140 150 160 simple extrapolation of CPU_time suggests acceleration by
Energy/(kcal/mol) more then 2 orders of magnitude.

The method of PSCCM is based on the Intramolecular
Dynamics Diffusional Theory. On the other hand, accelerated
PSCCM helped to demonstrate that nonstatistical effects at
lower energies become less important so that the dynamical
simulation simply reproduces the statistical MCTST rate (see
Figure 5). Previously this prediction of IDDT could not be
directly verified without accelerating the dynamics. Therefore
PSCCM fills the gap between trajectory simulations at high
energies and MCTST at low energies. Like any other version
T T T of accelerated dynamics Phase Space Constrained Classical

70 keal/mol| Mechanics should be used for energies low enough for

] straightforward trajectory simulations to be time-consuming
but high enough for nonstatistical effects to be important
R S S R for IVR limited intrinsic non-RRKM reactions. At low

Figure 3. Rate constants k(E) calculated by standard
straightforward trajectory simulation (black square) [PSCCM
(method 3 Enin=30 kcal/mal) is indistinguishable from trajec-
tory simulation] and the statistical Monte Carlo Transition State
Theory (open square). Dynamical PSCCM calculation shows
that nonstatistical effects are absent at low energies (70 and
80 kcal/mol), thereby confirming the predictions of the In-
tramolecular Dynamics Diffusional Theory.
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Figure 4. Variations of the rate constants obtained by MCTST .
(open circles) and PSCCM (black squares) with the position Appendix

of the dividing surface. The actual position minimizes MCTST Some Details of the CalculationsThe trajectories were
rate. The PSCCM rate is less sensitive to the position of the integrated using the Rung&utta algorithm with a fixed
dividing surface. step size of 0.05 fs, which is enough to ensure an excellent

energy conservation: the maximum energy difference along
the trajectories is 3x 1075%. For the highest energies
considered in this study (100 and 150 kcal/mol), the
trajectories were followed untiRon reaches the dividing
- - , surface (see above) or 5 ps elapsed. For the lowest energies
some general principles of defining constraints should be (70 and 80 kcal) the maximum time for a trajectory was 20
met. First, the allowed phase space volume should be far,g Ensembles of 1000 trajectories were employed in all cases
enough from the dividing surface to include all nonstatistical (for standard and PSCCM calculations) except for the
effects. On the other hand, the allowed phase space shouldtandard trajectory calculations at 80 kcal/mol, for which we
be made as small as possible in order to make PSCCMneeded 3000 trajectories to get the same statistics as in the
numerically efficient. accelerated computations. Two different types of initial
conditions were used in the present study for standard and

defined as easily as in the current case of simple bond fission.
PSCCM might be able to produce correct results even
without a careful choice of the dividing surface. Of course,
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PSCCM calculations: efficient microcanonical sampling
(EMS)! and Metropolis samplin. The microcanonical rate

constants obtained from standard trajectory simulations with

both initialization methods (EMS and Metropolis) are very
similar. For both EMS and Metroplis we used warm-up

random walks of 500 000 steps and walks of 10 000 steps

between trajectories. Additionally, the maximum displace-

ment for the atoms in each step of the random walk in the

EMS was 0.07 A. For the Metropolis sampling the maximum

displacements for the Cartesian coordinates and momenta

were both 0.1 (in A and (kcal/malamu)®? respectively).
In Metropolis sampling the probability for acceptance/
rejection of a given point along the walk is given by

P {e/{e2 +[E~ H@p} for E—HI < B o

0 otherwise

In the present work we used= 10 andE;m = 10 kcal/

mol. Acceptance/rejection ratios close to 0.5 were achieved
in all cases. The same random walk was employed both for

choosing the initial conditions of trajectory simulation and
for calculating the statistical MCTST rates.
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Abstract: We have performed the molecular dynamics simulation to obtain energy and pressure
of argon, krypton, and xenon at different temperatures using a HFD-like potential which has
been obtained with an inversion of viscosity data at zero pressure. The contribution of three-
body dispersion resulting from third-order triple-dipole interactions has been computed using
an accurate simple relation between two-body and three-body interactions developed by Marcelli
and Sadus. Our results indicate that this simple three-body potential which was originally used
in conjunction with the BFW potential is also valid when used with the HFD-like potential. This
appears to support the conjecture that the relationship is independent of the two-body potential.
The energy and pressure obtained are in good overall agreement with the experiment, especially
for argon. A comparison of our simulated results with HMSA and ODS integral equations and
a molecular simulation have been also included.

1. Introduction essential features of the structural and thermodynamic
It is well established that the physical properties of fluids properties, is not sufficient for a quantitative description, and
are governed overwhelming by interactions involving pairs many-body effects have to be taken into accdunt.

of molecules. However, the pair-potentials alone are insuf- Molecular simulation is an ideal tool to investigate the
ficient for qualitatively accurate calculations. To obtain role of intermolecular interactions, because, unlike conven-
qualitative agreement with experiment, pair-potentials must tional theoretical methods, the contributions from intermo-
be used in conjunction with three-body interactiéns. lecular potentials can be evaluated rigorously.

The practical applications of the three-body interactions Calculations of three-body interactions typically only
are well demonstrated in prediction of the phase-transition consider contributions from the AxilredTeller*® (AT) term.
of not only pure substanc&s but also the three-component The Axilrod—Teller term only accounts for triple-dipole
mixtures®’” Three-body interactions joined with the mixing interactions, whereas other three-body interactions arising
rules and an empirical equation of state leads to performancefrom high multipoles are possible.
in phase behavior calculations of mixtures. Marcelli and Sadus have shown that vapeiliquid

The important three-body effects have previously remained equilibria of argon, krypton, and xenon are affected sub-
undetected because earlier works were confined to effectivestantially by three-body interactions. They reported good
potentials such as Lennard-Jones potential. Even, whenresults for the prediction of the vapeliquid equilibria of
regarded simply as effective potentials, the capacity of the argon, krypton, and xenon using two-body potentials such
pair-potential to reproduce known behavior has its limitation. as the BFW potenti&} plus three-body contributions.

The knowledge of interactions in noble gases remains a Recently, Jakse et &lperformed molecular dynamics
fundamental question that is not completely solved. Despite simulation to predict thermodynamic properties of liquid
the simplicity of their closed-shell electronic structure, itis krypton using Aziz and Slamé&h!3 plus the triple-dipole
well-known that a simple pair-potential, through giving the Axilrod—Teller potential. It has been shown that the AT
potential gives an overall good description of liquid krypton,
* Corresponding author phone:++989155021947; e-mail:  though other contributions such as higher order three-body

gohari@ferdowsi.um.ac.ir. dispersion and exchange terms cannot be ignored.
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Table 1. Summary of the Intermolecular Potential In this work, a HFD-like potentid? which has been
Parameters Used in This Work obtained from the inversion of the viscosity collision integrals
argon krypton xenon at zero pressure has been used for the pair-interaction

(elk)IK 143.224 201.2 28299 potential of argon, krypton, and xenon. It has the following
olA 3.3527 3.5709 3.8924 functional form

A 99744.4 543237.0 5.54437

o 11.9196 11.0068 —20.1659 y 2 s Clh

B ~2.371328 ~3.85189 ~24.9602 V39 = Aexp(ax+ £x) — f(x) _6 Z + ) 1)

c: 0.651991 1.57171 7.76621

c 3.68594 0.580741 —33.5169 wheref(x) is in the form

Clo —2.99307 —0.786392 50.6382

D 1.36 1.37 2.78 D

vi(a.u) 518.32 1572.02 5573.02 f(x) = exp{—(; - )2] x <D 2)

a Reference 19.
f)=1 x=D 3)
Bomont and Bretonett obtained the structural and
thermodynamic properties of xenon at supercritical temper- wherex = r/o andV; = V./e (o is the distance at which the
ature and low densities with the use of an integral equation intermolecular potential has zero value arig the well depth
conjugated with an effective pair potential consisting of the of potential). The values of parameterse, A, a, 3, CZ,
Aziz—Slaman?3two-body potential plus the AxilrodTeller C?, C*, andD have been given in Table 1.

three-body potential. Marcelli and Sadu$ showed there is a simple and accurate

The aim of this work is to perform molecular dynamics relationship between the two-body ftand three-body (k)
simulation to obtain internal energy and pressure of argon, energies of a fluid

krypton, and xenon at different temperatures and densities

using a HFD-like potentia} which has been obtained with 2vpU,

an inversion of viscosity data and a simple and accurate Usg=——"— (4)
expression for computing the three-body dispersion interac- 3eo

tions.

wherev is the nonadditive coefficiettt (Table 1),¢ is the
characteristic depth of the pair-potentialis the character-
2. Theory istic depth of the pair-potential, and= N/V is the number
2.1. Intermolecular Potential. The prediction of structural ~ density obtained by dividing the number of moleculd§ (
and thermodynamic properties of dense fluids requires anby the volume ). The significance of this relationship is
accurate knowledge of the intermolecular poterifial. that it allows us to obtain an accurate overall intermolecular

Table 2. Results of the Reduced Two-Body and Total Pressure of Argon Obtained with the Different Methods

P> Pt
T* o* Pew® ourwork  HMSA?! mMC22 MC3 ourwork ~ HMSAZ?! MC?? MC3

0.74409 0.73684 0.13062 0.48819 —0.90062 0.57430 —0.53111
0.81850 0.68025 0.04951 0.24982 —0.84150 0.31114 —0.57447
0.83645 0.03262 0.02226 0.02307 0.02800 0.02264 0.46000
0.84330 0.66634 0.06308 0.23647 —0.81293 0.31923 —0.56658
0.86810 0.65344 0.08202 0.25363 —0.79716 0.27817 —0.56560
0.87827 0.03825 0.02703 0.02765 0.03400 0.02777 0.41100
0.89291 0.63458 0.08052 0.21168 —0.77647 0.27613 —0.56166
0.91771 0.60873 0.06577 0.16400 —0.73213 0.21702 —0.54491
0.92010 0.59674 0.04373 0.12472 0.05500 0.16301 0.38100
0.94251 0.59583 0.08933 0.17640 —0.70749 0.21288 —0.53505
0.96192 0.08430 0.05327 0.05607 0.06700 0.05561 0.33700
0.96731 0.56010 0.07196 0.11881 —0.66315 0.14804 —0.51633
0.99212 0.50942 0.06592 0.07685 —0.58235 0.10680 —0.46706
1.00374 0.10229 0.06440 0.06655 0.08100 0.06599 0.30100
1.04556 0.12014 0.07633 0.07952 0.09600 0.07807 0.24600
1.33830 0.85389 0.36709 0.37090 4.36880 0.34751 5.28305

0.56926 0.24916 0.25110 0.58050 0.23510 0.80223

0.28463 0.13504 0.13660 0.21100 0.12927 0.23541
1.67290 0.85389 0.56680 0.57440 5.95390 0.53351 6.91950

0.56926 0.35948 0.36330 1.18850 0.33541 1.39990

0.28463 0.18259 0.18340 0.37470 0.17478 0.39807
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Table 3. Results of the Reduced Two-Body and Total Pressure of Krypton Obtained with the Different Methods

P2 Pt
T p* P oxp?® our work McCs3 our work MD? McC3

0.84000 0.66340 0.10119 —0.53140 —0.44205 0.04248

0.64750 0.03296 —0.53300 —0.47418 —0.03526
0.98910 0.55100 0.11988 —0.23940 —0.19387 0.08134

0.53090 0.09135 —0.23290 —0.18868 0.06363

0.51500 0.07593 —0.21160 —0.17064 0.04248
0.75261 0.71073 0.04991 —0.72324 —0.90058 —0.62544 —0.50989
0.82787 0.66980 0.08258 —0.57236 —0.84949 —0.46968 —0.54295
0.85296 0.64087 0.03838 —0.48708 —0.80841 —0.43467 —0.53494
0.87804 0.62988 0.06766 —0.45756 —0.78537 —0.38750 —0.52993
0.90313 0.61489 0.08398 —0.40180 —0.75933 —0.34952 —0.52592
0.92822 0.58397 0.06523 —0.37392 —0.70423 —0.29939 —0.50188
0.95331 0.52707 0.05404 —0.25748 —0.61708 —0.23984 —0.45980
0.97839 0.50809 0.06300 —0.21648 —0.57400 —0.14064 —0.43576

Table 4. Results of the Reduced Two-Body and Total Pressure of Xenon Obtained with the Different Methods

P Py
T p* P op?® our work OoDs McC3 our work OoDSs mMC3

0.74657 0.70725 0.02117 —1.16729 —0.94452 —0.25177 —0.50168
0.82123 0.67220 0.08986 —0.94928 —0.87271 —0.17600 —0.50966
0.84612 0.63514 0.02745 —0.87358 —0.82583 —0.22573 —0.51266
0.87100 0.61810 0.03380 —0.78728 —0.77696 —0.21519 —0.48972
0.89589 0.60006 0.04757 —0.76306 —0.74904 —0.15933 —0.48972
0.92077 0.57904 0.05781 —0.66313 —0.69418 —0.18678 —0.45979
0.94566 0.51792 0.05464 —0.49508 —0.60940 —0.15966 —0.43187
0.97054 0.51191 0.06372 —0.46026 —0.59444 —0.16077 —0.42588
1.05210 0.01000 0.00900 0.01010 0.00100 0.01004 0.01030

0.02000 0.01930 0.01910 0.01000 0.01904 0.01970

0.03000 0.02801 0.02710 0.02000 0.02687 0.02816

0.04000 0.03634 0.03410 0.03000 0.03363 0.03624

0.05000 0.04353 0.04010 0.03300 0.03978 0.04367

0.06000 0.05034 0.04530 0.04000 0.04517 0.05051

0.07000 0.05640 0.04970 0.05000 0.04858 0.05672

0.08000 0.06170 0.05190 0.05500 0.05171 0.06144

0.09000 0.06662 0.05560 0.05900 0.05467 0.06734

0.10000 0.07116 0.05770 0.06300 0.05629 0.07155
1.23990 0.10000 0.09538 0.07990 0.04000 0.07833 0.09558

0.20000 0.15352 0.08690 0.05000 0.08408 0.15676

0.30000 0.20098 0.03300 0.07000 0.03795 0.21107

0.40000 0.26798 —0.04650 0.08000 —0.02441 0.28603

0.50000 0.42014 —0.10280 0.10000 —0.06368 0.46271

0.60000 0.79485 —0.03360 0.28000 0.36258 0.88335

0.70000 1.65480 0.35880 0.50000 0.48781 1.91646

0.80000 3.47387 1.46250 1.64453

0.90000 3.73960 3.97214

1.00000 7.96360 8.30149
1.48780 0.10000 0.12718 0.11020 0.13000 0.11015 0.13305

0.20000 0.22710 0.16050 0.14000 0.15539 0.25051

0.30000 0.33157 0.17870 0.15000 0.16600 0.35789

0.40000 0.48145 0.17870 0.24000 0.17266 0.54145

0.50000 0.75700 0.23920 0.37000 0.24185 0.87643

0.60000 1.31415 0.47390 1.00000 0.51115 1.54455

0.70000 2.43603 1.12640 2.00000 1.20065 2.76233

0.80000 2.54350 2.64981

0.90000 5.17790 5.43715

1.00000 9.73500 10.10352
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Table 5. Results of the Reduced Two-Body and Total Energy of Argon Obtained with the Different Methods

Uz Ui
T* p* U oo™ our work HMSA2 McC?? MC3 our work HMSA?L MC?2 MC3

0.74409 0.73684 —3.30527 —3.35367 —4.69269 —3.23940 —4.52502
0.81850 0.68025 —2.81756  —2.86545 —4.29584  —2.77531 —4.16488
0.83645  0.03262 0.95980 1.00584 —4.09025 1.00432 —3.91878
0.84330 0.66634 —2.68473 —2.73035 —4.12718 —2.64622 —4.00317
0.86810 0.65344  —2.55862 —2.59525 —4.02797 —2.51683 —3.90991
0.87827  0.03825 0.98626 1.02802 —3.88950 1.02620 —3.73392
0.89291 0.63458 —2.40051 —2.43705 —3.95852  —2.36554 —3.84642
0.91771 0.60873 —2.20584 —2.23684 —3.79979  —2.17387 —3.69760
0.92010 0.59674 —2.13602 —2.16291 —3.69712 —2.10322 —3.55576
0.94251 0.59583 —2.08309 —2.10637 —3.68073  —2.04833 —3.58450
0.96192  0.08430 0.76634 0.83004 —3.52146 0.82680 —3.40018
0.96731 0.56010 —1.84071 —1.84373 —3.46247  —1.79598 —3.37516
0.99212 0.50942 —1.56732 —1.52691 —3.16484  —1.49094 —3.08943
1.00374  0.10229 0.71840 0.76757 —3.21198 0.76394 —3.10407
1.04556  0.12014 0.68109 0.74673 —2.91085 0.74258 —2.83223
1.33830 0.85389 0.78712 0.80600 —2.71680 0.77417  —1.81477

0.56926 1.29048 1.31960 —1.26204 1.28486  —0.91675

0.28463 1.82797 1.84520 0.27971 1.82091 0.39347
1.67290 0.85389 1.47807 1.49490 —1.90376 1.43587 —0.98199

0.56926 1.96802 1.98670 —0.61563 1.93440 —0.27268

0.28463 2.46931 2.48960 0.90337 2.45683 0.99705

Table 6. Results of the Reduced Two-Body and Total Energy of Krypton Obtained with the Different Methods

U; Uy
T* o* Uep®® our work MD8 McC3 our work MD8 mcC?

0.84000 0.66340 1.26558 —3.18900 —4.12700 —3.06925 —3.93800

0.64750 1.35636 —3.10210 —4.03400 —2.98840 —3.85500
0.98910 0.55100 1.24387 —2.17200 —3.35800 —2.10426 —3.23200

0.53090 1.27754 —2.05070 —3.24500 —1.98907 —3.12700

0.51500 1.29691 —1.96240 —3.16500 —1.90519 —3.05300
0.75261 0.71073 0.81780 —3.70726 —4.50562 —3.55811 —4.32198
0.82787 0.66980 1.21665 —3.26815 —4.09419 —3.14424 —3.94167
0.85296 0.64087 1.43220 —3.03006 —3.98381 —2.92014 —3.84232
0.87804 0.62988 1.54769 —2.90028 —3.89350 —2.79687 —3.75903
0.90313 0.61489 1.68417 —2.74915 —3.76304 —2.65346 —3.63661
0.92822 0.58397 1.90491 —2.50161 —3.56235 —2.41892 —3.44695
0.95331 0.52707 2.15395 —2.16448 —3.24124 —2.09990 —3.14290
0.97839 0.50809 2.36644 —4.96536 —3.11079 —4.82255 —3.02047

potential §) solely in terms of pair contributiond/f) and Hoover thermostat for the systems of argon, krypton, and

well-known intermolecular parameters: xenon interacting via the two-body HFD-like (egs 3) and
then via the overall intermolecular potential (eq 5). Before
V= Vz(l — ZLPG) (5) including the three-body interactions, simulations were
3eo performed with the two-body part of the potential only for

the same thermodynamic states as those intended for the
overall intermolecular potential. The number of time steps,
n,, size of time stepsAt*, and the cutoff radiusr., have
been chosen as 5000, 0.001, and2tBspectively. The long-
range correction terms were evaluated to recover the
contribution to the pressure and energy for the intermolecular
potential.

Therefore, the effect of three-body interactions can be
incorporated into a simulation involving pair-interactions
without any additional computational cds€omparison of
this approach with a full two-body plus three-body calcula-
tion indicates that there is no significant loss of accurdcy.
In this work, we have used this equation in our simulations.

2.2. Simulation Details.The molecular dynamics simula-
tions for 1000 atoms of argon, krypton, and xenon have been ) )
performed. The simulations were performed in cubic boxes, 3- Results and Discussion
and the conventional periodic boundary conditions were We have used the HFD-like potential (egs3) in the MD
applied. The NVT ensemble was implemented using a Nose-simulations for two-body intermolecular potentials of argon,
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Table 7. Results of the Reduced Two-Body and Total Energy of Xenon Obtained with the Different Methods

U; Uy
T o* Uep® our work OoDs* McC3 our work oDs™ mcC?

0.74657 0.70725 0.87782 —2.14716 —4.45953 —2.04718 —4.25148
0.82123 0.67220 1.24190 —1.92124 —4.08126 —1.83621 —3.90109
0.84612 0.63514 1.48500 —1.76169 —3.91204 —1.68802 —3.74779
0.87100 0.61810 1.64544 —1.67746 —3.78263 —1.60919 —3.62834
0.89589 0.60006 1.79626 —1.58138 —3.62337 —1.51890 —3.47903
0.92077 0.57904 1.96118 —1.48350 —3.51387 —1.42694 —3.37949
0.94566 0.51792 2.19060 —1.24671 —3.15551 —1.20420 —3.04203
0.97054 0.51191 2.40642 —1.21201 —3.11570 —1.17116 —3.00719
1.05210 0.01000 5.44816 1.50190 —0.36650 1.50091 —0.46651

0.02000 5.37399 1.42320 —0.42250 1.42133 —0.52249

0.03000 5.30024 1.33230 —0.05000 1.32967 —0.14720

0.04000 5.22437 1.22860 —0.55000 1.22536 —0.65047

0.05000 5.15275 1.14650 —0.61000 1.14273 —0.71844

0.06000 5.07943 1.06350 —0.68000 1.05930 —0.78641

0.07000 5.00782 0.99730 —0.74000 0.99270 —0.84641

0.08000 4.93962 0.88370 —0.81000 0.87905 —0.91039

0.09000 4.87013 0.82360 —0.87000 0.81872 —0.97038

0.10000 4.79980 0.74890 —0.90000 0.74397 —0.99950
1.23990 0.10000 5.15275 1.05940 —1.07000 1.05242 —1.07338

0.20000 4.56279 0.32560 —1.53000 0.32131 —1.57375

0.30000 4.03085 —0.42490 —2.00000 —0.41651 —2.04602

0.40000 3.53723 —1.06000 —2.30000 —1.03208 —2.49943

0.50000 3.03176 —1.75150 —2.83000 —1.69384 —2.93400

0.60000 2.51563 —2.43680 —3.20000 —2.34054 —3.38742

0.70000 2.01664 —3.15350 —3.64000 —3.00816 —3.84084

0.80000 1.58713 —3.81620 —3.90000 —3.61519 —4.18155

0.90000 —4.36070 —4.00000 —4.10230 —4.40014

1.00000 —4.67150 —3.90000 —4.36393 —4.39332
1.48780 0.10000 5.57050 1.48780 —1.11000 1.47800 —1.11870

0.20000 5.02231 0.78660 —1.60000 0.77624 —1.60641

0.30000 4.50653 0.09110 —1.92000 0.08930 —2.02687

0.40000 4.00890 —0.58080 —2.35000 —0.56550 —2.48081

0.50000 3.51097 —1.26400 —2.70000 —1.22239 —2.90083

0.60000 3.01390 —1.95530 —3.10000 —1.87806 —3.32099

0.70000 2.54590 —2.62940 —3.40000 —2.50822 —3.70738

0.80000 —3.24110 —3.50000 —3.07038 —4.03723

0.90000 —3.72600 —3.60000 —3.50521 —4.19822

1.00000 —3.98720 —3.20000 —3.72468 —4.14406

krypton, and xenon. The total (two-body plus three-body) 5—7 indicate that the three-body interactions via the expres-
contributions have been considered in the simulation using sion of Marcelli and Sadd%contribute to the total energy

eq 5.

of argon, krypton, and xenon 0.28.11%, 2.96-4.19%, and

Our results of reduced pressure and energy for argon,0.13—-7.05%, respectively.
krypton, and xenon in the NVT ensemble have been
compared at different temperatures and densities with interaction on pressure and energy based on the Marcelli and
experimental and previous theoretical works in Tableg 2
We have also considered the corrections to calculation of body interaction using the AxilrodTeller expression. A
pressure using the total intermolecular potential (eq 5) situation such as this has been obtained by Marcelli and
proposed by Smit et &. The normal conventions have been Sadus®® They performed the nonequilibrium molecular
adopted for the reduced density*(= po®), reduced
temperature T* = kT/e), reduced energy* = Ule), and
reduced pressur®{ = Po%/¢). In Tables 2-7, the subscripts
2 andt denote two-body, three-body, and two-body plus two-body (BFW potential)+ three-body (Axilrod-Teller
three-body contributions, respectively.

Three-body interactions based on the triple-dipole disper- et al!® correction to calculation of pressure using eq 5.
sion term of Axilrod and Teller contribute commonly-30%
to the overall energy of the liquid phase. The data in Tables our simulated values of two-body and total pressure of argon

As Tables 2-7 show the contribution of the three-body

Sadus expression is almost the same contribution as the three-

dynamics (NEMD) for argon and found that the calculations
of energy and pressure (by concerning the Smit &€ al.
corrections) using eq 5 were in good agreement with the
potential) energy and pressure. They have also used the Smit

As Table 2 shows there is a better accordance between
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and the experimental vali@sthan other simulation and  may be attributed to the use of more accurate pair-potential
theories*?12This agreement may be mainly due to the two- for these compounds.

body potential of argon used in our calculations because the

agreement with the experiment for the two-body pressure is 4. Concluding Remarks

better than total pressure. We have performed the molecular dynamics simulation to
Our results of two-body and total pressure of argon are obtain energy and pressure of argon, krypton, and xenon at
better than that of an integral equation theory (HMSA)  different temperatures and densities using a two-body HFD-
which has used the two-body potential of Aziz and Sla- |ike potential which has been obtained with an inversion of
mart?**and the three-body potential of Axilrod-Teller. Our  viscosity data at zero pressure, and the three-body interactions
simulation is also better than those calculated using Monte have been calculated using the Marcelli and Sadus expres-
Carlo (MC) simulations of Sadus and Prausfitand sion.
Marcelli and Sadifawhich have used the two-body Lennard- The energy and pressure obtained are in good overall
Jones and BFW potentials, respectively. These two preced- agreement with the experiment, especially for argon, and this
ing works have used the AxilredTeller expression for three-  can be due to the two-body potential used in this work. A
body simulations. comparison of our simulated results with the corresponding
Table 3 shows that our calculated two-body pressures arevalues obtained from HMSA and ODS integral equations
larger than those obtained using MC simulatiohst are and molecular simulation is also included.
smaller than the experimental valii@sThe same situation Our results indicate that the simple three-body potential
occurs for the total pressure of krypton. It is shown that our of Marcelli and Sadus which was originally used in conjunc-
results of total pressure have more accordance with experi-tion with the BFW potential is also valid when used with
mental values than two-body pressure values, and this is dughe HFD-like potential. This appears to support the conjecture
to considering the three-body contribution of Marcelli and that the relationship is independent of the two-body potential.
Sadus in our calculation. We have also compared our results

with the molecular dynamics (MD) simulation of Jakse et
al® which have used the HFD potential of Aziz and
Slamand?*2in conjunction with the three-body interactions
relation of Axilrod—Teller. The MD results of Jakse etfl.
have good agreement with the experiment but our results

underestimate the experimental values, and it can be referred

to as the kind of two-body potential of krypton which has
been used in the calculations.

We have compared our calculated reduced two-body and
the two-body plus three-body pressure of xenon with the
experiment® in Table 4. The results of the MC simulation
of Marcelli and Sadisand an integral equation theory
(ODSY* which has used the HFD potential of Aziz and
Slamand?2in conjunction with the three-body interactions
of Axilrod—Teller have been also considered for this
comparison. It is clear that our results are in a fairly good
agreement with the experiment. It is shown that the three-
body interactions have affected the total pressure of xenon

especially at higher densities. Our results are also better than

those obtained using MC simulations, but the results of the
ODS theory are better than our calculations at some points.

It is evident from Table 5 that there is a very good
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Abstract: The variability within calculated protein residue pK; values calculated using Poisson—
Boltzmann continuum theory with respect to small conformational fluctuations is investigated.
As a general rule, sites buried in the protein core have the largest pKj fluctuations but the least
amount of conformational variability; conversely, sites on the protein surface generally have
large conformational fluctuations but very small pKj, fluctuations. These results occur because
of the heterogeneous or uniform nature of the electrostatic microenvironments at the protein
core or surface, respectively. Atypical surface sites with large pKj fluctuations occur at the
interfaces between significant anionic and cationic potentials.

Introduction
Understanding amino acidp fluctuations is key to a deeper
understanding of enzyme catalysisThis is especially

upon substrate binding. Using Poissd@oltzmann (PB) con-
tinuum theory (described below), th&pof Glu169 in the
apo structure is calculated to be 0.77, ensuring a deprotonated

important considering the dynamic nature of enzyme catalytic carboxylate. However, theiKy is shifted to 8.00 upon sub-

site (K, values. For example, the catalytic Glu169 of the

strate binding, making protonation energetically feasible.

glycolytic enzyme triosephosphate isomerase changes itsThere are likely two primary factors mediating the remaining

protonation state four times along its reaction pathétys
necessitating a dynamid<g value. At the beginning of the
reaction cycle, Glu169 must be deprotonated (i.e., a lgw p

three protonation changes. The first, and likely most impor-
tant, is that changes in the local electrostatics due to the var-
ious mechanistic intermediates substantially alter tgqb

value) in order for it to act as a general base. Next, the the catalytic sit¢.The second is local conformational changes

Glu169 K, must shift upward such that it can give up the
proton to form the enediol intermediate. This protonation/

within the enzyme active sif& Conformational changes re-
present a simple way to modulat&jvalues. As a first step

deprotonation cycle is repeated in the second half of the toward a computational methodology to probe these com-

mechanism, finally resulting in the formation of glyceral-
dehyde-3-phosphate. Previoudkye have attributed the first
pK, shift to changes in the local electrostatic environment

* Corresponding author tel.: (909) 869-4409; fax: (909) 869-
4434; e-mail: drlivesay@csupomona.edu.

T Department of Chemistry, California State Polytechnic Univer-
Sity.
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§ Department of Biological Sciences, California State Polytechnic
University.

' University of North Carolina.
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plicated acid/base effects, we report the sensitivity of calcu-
lated K, values to local fluctuations about a native structure.

PB continuum electrostatic theory has become ubiquitous
within the computational biology community, see Fogolari
et al’ for a recent review. One common application of PB
theory is in the calculation oflf, values. There are several
similar, yet distinct, PB algorithms for calculatingpvalues
using continuum theory, for example, see refs18.
However, all are based on the original method of Tanford
and Roxbyi® which assumes that the equilibrium between
the acid and base is governed by iatrinsic pK, where
PKaint iIs equal to the K, if every other titratable site is

© 2006 American Chemical Society

Published on Web 05/27/2006
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Figure 1. Schematic description of the pK; calculation algorithm. The method is based on an energy cycle. An intrinsic pKa,
which is the hypothetical pKj, for a site if all other titratable sites are neutral, is calculated from the model pK, by accounting for
solvation effects and all nontitratable (partial) charge groups. The apparent pKj, or real value, is calculated from the intrinsic
value by accounting for all charge—charge pair interactions. The ionic pKj is calculated from the model pK, by ignoring the
consequences of O Despite the schematic shown above, the apparent pK; is actually a mixture of the top two lines because
a Boltzmann probability distribution is used to describe the ionization polynomial (see Methods section).

neutral. Common differences within the variou§,galcula- Calculated K, values are sensitive to a number of factors,
tion algorithms are related to how flexibility, H-bond including the chosen interior dielectric const&ht{-bond
networks, and dielectric constants are dealt WitiThe network!® and the number of explicit water molecules
University of Houston Brownian Dynamits(UHBD) suite included!® Recently, several reports have focused on un-
of programs calculates theKpi from the model pK,, derstanding the effects of slight conformational changes on

pPKamodet Which is the experimentally determined aqueous calculated [, values. For example, a single torsion angle
solution K, value of the amino acid side chain, by evaluating change in hen egg white lysozyme (HEWL) results in large
the effect of nontitratable partial charges and changes inpKj, differences of active site residu&sNielsen and Mc-
solvation. Computation of thel i requires calculation of ~ Cammon” have investigated the conformational dependence
the background potentiaserr, which models the effects of  of calculated K, values from 41 HEWL X-ray structures,
the above considerations. TlapparentpK, is calculated focusing specifically on the ability to correctly identify proton
from the K, after evaluating the effect of all charge donors and acceptors within two catalytic acids (Glu35 and
charge pairs. Each electrostatic potential between two Asp52). One intriguing conclusion from this work relates to
charged sites is calculated by UHBD and is represented asthe origins of the conformational dependence of the vari-
®pq Figure 1 provides a schematic representation of the ability within these two positions. The variability within
method; a more detailed description is provided in the Glu35 is largely attributed to changes within the se®gf;,
Methods section. The approach implemented into UHBD whereas the variability within Asp52 is caused by changes
uses a clustering algorithm to reduce the computational within both @i and @4 Similarly, Kumar and Nussinov
expense of evaluating all electrostatic pair potentials in order have used continuum electrostatics to probe the stability of
to compute the actuala.®'2The ionization polynomial is  salt bridges from alternate NMR conformétsheir results
exactly solved within a titrating site cluster, whereas a mean- indicate that stabilities of salt bridges vary considerably
field approximation is used to treat intercluster interactions. across the conformation ensemble. Moreover, most salt
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Figure 2. (a) Structural superposition of all RNase Sa conformers investigated. The all-atom RMSD is 0.42 A. Arg63, which
has the greatest structural fluctuations across the ensemble, is highlighted. (b) Backbone superposition, shown in the same
orientation as that of part a, of all RNase Sa conformers investigated. The a-carbon RMSD is 0.31 A.

bridge pairs vary between stabilizing and destabilizing at least strands$3 andf4. RMSDs describing the structural varia-
once within the population. Changes in salt bridge stability bility within each titratable residue are provided in Table 1.
arise because of changes in the location of the charged ) _

residues and their orientation (within the salt bridge pair and 7@b/e 1. Rank-Ordered List of All Titratable Averaged pK,
with respect to other charged sites). Values, Standard Deviations, Structural Variabilities, and

In this report, molecular dynamic (MD) simulations are SC\Vent Accessibilities of RNase Sa“

used to generate an ensemble of protein conformers for three  rank , average RMSD®  RSA?
Lo order? residue pKa std. dev. A) (A2

test cases: ribonuclease Sa (RNase Sa) fsbraptomyces
aureofaciens c-type lysozyme (LYS) from humans, and ; 222%2 1;-;‘2 8-33 8-12 gg
triosephosphate isomerase (TIM) fréddaccharomyces cer- 3 ARGES  15.94 0.38 0.14 09
evisiae Subsequently, thely values of all t_itra_table sites_ 4 TYR51 9.20 0.35 026 104
are calculated and evaluated. Our results indicate that sites 5 TYR86 8.10 0.32 020 11.2
buried within the protein core are generally associated with 6 TYR80  12.50 0.30 0.22 3.6
increased K. variability. Moreover, we attempt to identify ! GLUs4  2.49 0.27 014 42
the exact molecular origins of the variability by scrutinizin 8 TYRS2 10.75 0-21 013 14
: -ong _ y by 9 9 TYR55 9.00 0.19 028 68
electrostatic potentials i values using onlyPsei or Ppai, 10 HIS53 9.48 0.18 025  14.0
solvent accessibilities, and titratable site root-mean-square 11 GLU78 4.63 0.18 0.15 6.0
deviations (RMSDs). Finally, it is demonstrated that overall 12 ASP79 4.52 0.16 0.14 3.2
electrostatic free energieGge, are generally insensitive to 13 ASP84 284 0.15 020 13.7
. . i 14 TYR30 7.91 0.14 021 191
slight conformational changes, especially when compared ;5 TYRS1 8.22 0.14 0.20 79
against the variability within traditional force field potential 16 ARG6S  14.22 0.12 017 231
energy calculations. 17 TYR49 6.89 0.12 112 434
18 GLU14 2.98 0.12 0.13 9.3
Result d Di . 19 TRN1 9.49 0.12 0.36 330
esulls and Liscussion _ 20 ASP1 2.88 0.10 058  33.0
Variability within pK, Values.RNase Sa is a small (96 21 TRC96 3.73 0.10 027  11.0
residues) microbial enzyme whose residig palues have 22 ASP93 4.09 0.08 0.20 9.9
been the focus of numerous experimetitaf and combined gi éFES;lg 15-23 8-8; g-ig ‘Z‘Z-g
(experimental and theoretic&l)nvestigations. Interestingly, o5 ASP17 3.08 0.07 018 221
the' enzyme has 12 a_cidic rt_asidues and only_ five basjc 26 GLUA1 3.99 0.06 023 300
residues. RNase Sa is an ideal starting point for this 27 HIS85 6.00 0.06 0.37 265
investigation because of its small size, the fact that several 28 ASP25 4.48 0.04 037 284
pK, values of RNase Sa have been solved experimentally, 29 ARG63  12.31 0.03 119 586
d the fact that tal Structure | 1281 average 0.17 029 177
and the fact that a crystal structure is availale. std. dev. 012 026 150
An all-atom structural superposition of the RNase Sa con- ¢orrelatione —036 -063

formers is provided in Figu_re Z_a- The ﬂUCtuationS_ are small, 2 average pK. values and standard deviations are provided for /
as we are purposely investigating small-scale variations. The= 150 mM. Similar deviations are observed at / = 100 and 300 mM.

average pairwise all-atom RMSD is 0.42 A. Figure 2b pro- The overall all-atom and o-carbon RMSDs for the structural ensemble

vides a backbone superposition of the RNase Sa conformers®® 0.42 and 0.31 A, respectively. ? The table is rank-ordered vis-a-
Vis (largest to smallest) pK, standard deviation. ¢ Titratable atom

The_ a\{grag_en-_carbon RM_S[_) is 0.31A. Signif_icam baCkbqne RMSD. 9 Side-chain solvent accessibility. € Linear correlation coef-
variability is isolated within the loop region connecting ficient between the indicated column and pK; standard deviation.



930 J. Chem. Theory Comput., Vol. 2, No. 4, 2006 Livesay et al.

18
(@) mintrinsic
mionic
mapparent

12 -

Average pKa value

1"—1'!‘-!08 I‘—I IFNQ :-gl I =+ @ ‘—.vl I IC"J
cpisfEfgsieeuegEBEsELEeReEyy
F < O ((h L o CDE tt T o iqq < < O O 4:ﬁ ﬁq:I l>—-q: (=

pKa standard deviation

— - = P~ wn o (3 B =1 -— (= T [ B ] E w o l.nco.cn.v e] cnc:v-§ w 0w w
f=] (=] - - o o oy = wn W n W o o w0 - = Ll o0 0 o

S e8siaadIgeedae8BEeBE 88855888 6&8 3
r o J o u > x5 A > > > F Jd > F e € F F @ > >0 T >0
F £ 0O € €< F &£ £ O F F O F £ € <« < O 0O € + + < - <

Figure 3. (a) Average intrinsic, ionic, and apparent pKj, values for all sites in RNase Sa (/ = 150 mM). The intrinsic and ionic
pKa values are calculated by neglecting @, and ®serr, respectively. Error bars represent + the standard deviations for each pKa
distribution. Standard deviations are expanded for clarity in part b. Qualitatively similar site-by-site distinctions are observed for
/=100 and 300 mM.

Figure 3 provides the averageKpvalue and standard microenvironments around the buried sites. Figure 4b plots
deviation for each titratable site. The values provided are side-chain atomic solvent accessibility against the, p
for an ionic strength of 150 mM. Values have also been variability. A similar negative correlation between the solvent
calculated at 100 and 300 mM; however, these results areaccessibility and i, variability is observed in the LYS and
not shown as their site-to-site distinctions are similar. Table TIM examples. Curiously, no significant correlation is
2 demonstrates that the calculatel,pvalues compare  observed between th&pfluctuations and fluctuations within
favorably to the experimental values. the overall potential energy values (calculated using the
Table 1, which provides a rank-ordered list of th€,p =~ CHARMM? force field). The range ofig/potential energy
standard deviations, shows a wide spectrum of variability correlations for the 29 different RNase Sa titratable sites is
within the K, fluctuations. Naively, one might expect sites {—0.22; 0.25. Moreover, the correlation between the force
with large conformational fluctuations to also have larg p  field potential energy and the electrostatic free ene@y:d
fluctuations. However, this is clearly not the case. In fact, at pH 7.0 is also insignificantR = —0.20). This result is
the K, fluctuations are slightly anticorrelated with the discussed in more detail below.
structural fluctuations, meaning that sites with the smallest The above points are exemplified by a single RNase Sa
conformational fluctuations have the largekt, fluctuations. arginine pair. For example, th&pvariability within Arg65
The overall RNase Sa correlation coefficient between the is quite high (standard deviatior 0.38), whereas the
per residue structural variability (calculated as the RMSD variability within Arg63 is the smallest (standard deviation
for all side-chain target atoms) and th€;standard deviation = 0.03). Figure 5a compares the structural superposition of
is —0.36 (see Figure 4a). This initially counterintuitive result each residue’s conformers. However, the structural variability
arises from simple protein structure considerations. Residueswithin the guanidinium group of Arg6é5 (CZ RMSB 0.14
on the surface are free to orientate themselves in a varietyA) is much smaller than that of Arg63 (CZ RMSD 1.18
of ways without drastically affecting their electrostatic A). Arg65 is buried (side chain ASA:= 9.92 A2) within the
surroundings, whereas this is not the case within the crowdedcore, which significantly reduces its conformational freedom.
protein core. Within the core, slight conformational rear- Nevertheless, because of the heterogeneous nature of the
rangements can lead to drastic changes in the electrostati@lectrostatic environment within the core, the slight confor-
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Table 2. Comparison of Calculated and Experimental pK,
Values for RNase Sa?

experiment calculated calculated calculated
/=100mM [=100mM [=150mM /=300 mM
TRN1 9.14 9.83 9.49 9.33
ASP1 3.44 3.17 2.88 2.93
GLU14 5.02 3.94 2.98 3.06
ASP17 3.72 4.44 3.98 3.99
ASP25 4.87 4.83 4.48 4.43
TYR30 11.3 11.85 7.91 7.92
ASP33 2.39 2.47 1.47 1.60
GLU41 4.14 4.40 3.99 4.03
TYR49 10.6 10.58 6.89 6.88
HIS53 8.27 10.18 9.48 9.21
GLU54 3.42 5.14 2.49 2.61
GLU74 3.47 4.61 3.87 3.88
GLU78 3.13 7.65 4.63 4.60
ASP79 7.37 5.62 4.52 4.47
ASP84 3.01 3.49 2.84 2,94
HIS85 6.35 6.83 6.00 5.98
ASP93 3.09 4.50 4.09 4.05
TRC96 242 2.97 3.73 3.72

2 Calculated pK, values are the average of all conformers using
an interior (protein) dielectric of 20, and an exterior (solvent) dielectric
of 80, at three different ionic strengths. Experimental values are taken
from Laurents et al.2> The correlation coefficient computed from the
ensemble-averaged pKa (R = 0.90) is similar to, albeit slightly less
(R = 0.93) than, the correlation coefficient of the theoretical results
reported in Laurents et al. Correlation coefficients are only computed
for the 100 mM results, which is the same as the experimental
conditions.
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mational changes in Arg65 can have pronounced effects on
its pK, value. Conversely, Arg63 is completely solvent-
exposed (side chain ASA 58.57 &) and is, thus, able to
explore a much larger conformational space. Because the
electrostatic environment on the RNase Sa surface is more
uniform, at least compared to the myriad electrostatic
microenvironments within the protein core, the large con-
formational changes with Arg63 have little effect on its
calculated K, value.

Arg65 is part of an electrostatic network that includes
Asp33, Glu54, and Arg69 (Figure 5b). All three also have
large fluctuations within theirlg, value distributions. In fact,
the variability within Asp33 is the largest for RNase Sa. As
one site is perturbed, there is a local change in the
electrostatic microenvironment that affects all fol, palues
simultaneously. Comparable sensitivities are observed in
other buried charged clusters. The variabilities within the
LYS and TIM K, values are similar to the RNase Sa results.
Moreover, the inverse correlation between ASA and RMSD
is also qualitatively similar (see Tables 3 and 4). However,
some interesting deviations to the overall trends, which are
also discussed in the next section, do occur in TIM.

pKa Variability within Sobent-Exposed Sitest is dem-
onstrated above that the extent oKgpvariability can
generally be ascribed to solvent accessibility and structural
variability, which are, of course, related. Like Arg63 of
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Figure 4. (a) Side-chain solvent accessibility vs the standard deviation for each pKj distribution for the three investigated proteins.
Note the nonlinear dependence of the solvent accessibility effects. (b) Structural RMSD for each titratable target atom vs the
standard deviation for each pKj, distribution. A similar nonlinear correlation is observed. In both figures, the four TIM lysines

discussed in the text are highlighted.
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() | (b)

Arg69

Glus4

Arg65 Arg63

Figure 5. (@) Structural superposition of RNase Sa’'s Arg65 and Arg63. The structural variability within the solvent-exposed
Arg63 is the largest of all RNase Sa residues. However, because the electrostatic microenvironment of solvent-exposed sites
is generally uniform, its pKj variability is quite small. On the other hand, the structural variability within the buried Arg65 is small,
yet its pK, variability is quite large—the third largest of all RNase Sa residues. (b) The buried Arg65 is sandwiched between
Asp33, Glub54, and Arg69. As a consequence, small conformational fluctuations can significantly affect the electrostatic
microenvironment of these residues. In fact, residues Asp33, Arg69, and Arg65 have the three largest pK; value standard
deviations (see Table 1). Glu54, ranked seventh, also displays significant pK, variability.

RNase Sa, Lys20 of TIM typifies the normal situation of a step calculates th@trinsic pK, from the model pK, by
solvent-accessible site (see Figure 6a). Despite the generaaccounting (via®sey) for the solvation and background
consistency of these trends, there are some notable excepeharge changes that occur when going from a fully solvated
tions. It can be seen in Figure 4 that plotting RMSD or ASA side chain to the hypothetical neutral protein environment.
versus [, variability loosely approximates a quadratic curve The apparentpK, which is the final calculated value, is
in all three examples, meaning sites with lardg& fluctua- calculated from the intrinsicky by accounting (vied®pai)
tions are almost always buried (or conformationally con- for a more realistic charged-protein environment. In this step,
strained). The most egregious exceptions to this trend occurthe electrostatic potential between all titratable charge pairs
in TIM. For example, Lys154 and Lys189, which are both is evaluated. In RNase Sa, the largast pariability occurs
solvent-accessible, have atypically lard& fluctuations. The in Asp33. Figure 7 plots the difference between all electro-
basis of the observed{p variability is revealed in Figure 6.  static potentials between the two RNase Sa conformers with
The electrostatic potential maps in Figure 6 clearly indicate the most extreme Asp33Kp values. Curiously, there is
that the positions of Lys154 and Lys189 are located at significant and consistent variability withi@se; (on diago-
interfaces between significant anionic and cationic regions. nal), whereas the variability withi® . is more intermittent.
As the position of the titratable atom fluctuates, its electro- Moreover, the difference within the self-potential of Asp33
static microenvironment also changes. Consequently, a large(1.3 kcal/molé) dwarfs all other differences (the second
range of X, values is observed for these sites. Normally, largest difference is 0.3 kcal/me)/
the distinctions in the electrostatic microenvironments on the  To better understand the effects of potential variability on
protein surface are not very significant; however, in these calculated K, values, we computela values using only
two cases, they clearly are. Th&granges for Lys154 and one of the two steps from the normal procedure. Values
Lys189 arg(10.68; 12.4% and{10.74; 12.29, respectively. calculated using only®s; are deemedntrinsic pK,'s,
Across all three protein examples, solvent-exposed siteswhereas values calculated using odby,; are calledionic
with constrained conformational variability can occur. In all pKy's. These values are also presented in Figure 3a alongside
cases analyzed, the dynamics within these sites are conthe apparentpK, values. The difference between the three
strained by some sort of noncovalent interaction. For different “pK,values” is small for most solvent-exposed sites
example, Lys11, which has a solvent accessibility quantita- (e.g., Arg40, Arg63, and His85). However, large differences
tively similar to that of Lys20, is highly constrained because are common within buried sites. There is a slight negative
of an extended electrostatic network within the active-site correlation R = —0.34) between site accessibility and the
region? Lys11 is most strongly interacting with Glu96 viaa ApK, (defined agpKaintinsic — PKaionid). The ionic g, values
strong ionic bond. This salt bridge constricts the dynamics are generally closer to the apparent values than the intrinsic
of Lys11. Lys11 is also electrostatically interacting with the values, which highlights the increased importance of the
catalytic Glul64, His94, Tyr100, and Cys125 (Figure 6d). various formal charges within the protein. This result is
The K, variability within Lys11 is ranked in the middle especially true for sites that are largely inaccessible to
third of all TIM sites. The bulk of the sites with kg solvents.
fluctuations of similar scale are inaccessible to solvents. In all but three sites, the intrinsid{q is calculated to be
Elucidating the Origins of pKVariability within the Core. less than the ionic 0. Two of the exceptions correspond
As discussed above (see Figure 1), the standard proceduréo Asp33 and Glu54, both of which are discussed above.
of computing X, values uses a two-step process. The first Figure 3b expands the standard deviations observed within
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Table 3. Rank-Ordered List of All Titratable Averaged pKa
Values, Standard Deviations, Structural Variabilities, and
Solvent Accessibilities of LYS2

rank average RMSD¢  RSAf
order? residue pKa std. dev. A) (A2
1 ASP67 3.43 0.64 0.37 2.3
2 LYS69 15.16 0.62 0.47 211
3 TYR54 8.65 0.36 0.83 59
4 ARG62 15.01 0.32 0.49 10.9
5 TYR38 7.78 0.28 0.31 9.1
6 GLU7 2.53 0.25 0.53 15.3
7 TYRA45 7.51 0.24 0.92 29.0
8 LYS13 12.60 0.23 0.38 22.2
9 TYR124 7.39 0.22 0.43 6.7
10 ARG101 13.34 0.22 0.33 29.7
11 ARG10 13.18 0.22 0.37 39.9
12 ASP53 3.64 0.21 0.31 6.1
13 ASPI1 3.67 0.21 0.52 121
14 LYS1 12.88 0.20 0.50 22.7
15 ASP49 2.29 0.19 0.46 15.0
16 ARG98 14.07 0.19 0.31 18.0
17 TYR20 6.43 0.18 0.51 14.9
18 LYS97 11.38 0.16 0.41 12.0
19 ASP18 2.38 0.15 0.51 9.4
20 GLU35 5.17 0.14 0.26 4.4
21 ARG21 13.06 0.14 0.41 27.1
22 TRN1 8.28 0.13 0.39 22.7
23 TYR63 7.14 0.12 0.60 35.8
24 ARG5S 13.73 0.12 0.65 27.7
25 TRC130 2.43 0.12 1.09 4.4
26 ASP87 2.65 0.10 0.49 22.8
27 ARG119 13.24 0.10 0.48 27.3
28 HIS78 6.09 0.10 1.04 37.6
29 ARG122 13.49 0.09 0.59 50.4
30 ARG115 12.68 0.09 0.65 36.3
31 ASP102 2.35 0.09 0.37 12.9
32 LYS33 11.49 0.08 0.71 17.4
33 ARG113 13.11 0.08 0.51 34.2
34 ARG107 12.04 0.07 0.77 42.9
35 GLU4 3.93 0.06 0.66 31.1
36 ASP120 2.81 0.06 0.50 171
37 ARG50 12.71 0.06 1.16 44.2
38 ARG41 12.79 0.05 0.65 52.3
39 ARG14 12.38 0.03 0.88 59.8
average 0.18 0.56 23.4
std. dev. 0.13 0.22 14.6

correlation® —0.30 -—0.48

2 Average pKj values and standard deviations are provided for /
= 150 mM. Similar deviations are observed at / = 300 mM. The
overall all-atom and a-carbon RMSDs for the structural ensemble are
0.73 and 0.58 A, respectively. ® The table is rank-ordered vis-a-vis
(largest to smallest) pK; standard deviation. ¢ Titratable atom RMSD.
d Side-chain solvent accessibility. € Linear correlation coefficient be-
tween the indicated column and pK, standard deviation.

all calculated [, values in order to facilitate comparisons.
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Arg65, which suggests that the relative location of these two
sites has a pronounced effect on the background electrostat-
ics. This initially counterintuitive result (one might expect
variability between two interactinghargedresidues to affect

the ionic pK, more than the intrinsic i) is explained by

the fact that the carboxylate of Asp33 is doubly hydrogen-
bonded to the nontitrating NE and NH1 atoms of Arg65. As
a consequence, a slight structural rearrangement between the
two significantly affects the local background electrostatics
(as exemplified in Figure 7). Changes in the protonation or
deprotonation state of Asp33 or Arg65 has no effect on the
presence of the two hydrogen bonds, which explains the
reduced ionic [, correlation for this pair. Because of their
structural proximity, significant fluctuations are observed
within ®aspas-arges and Paspss-argee. However, large fluctua-
tions are not observed in any other Asp33 site pairs, which
keeps its Kaionic from varying significantly. While the
correlation between the contacting Asp3®g65 pair is the
strongest observed for Asp33, it should be noted that several
structurally remote sites are also strongly correlated with it.
The origin of these correlations is unclear. Future work will
attempt to identify their origin.

Sites with the largest variability within their ionicKg
values are generally tyrosines. As can be seen in Figure 3b,
Tyr51 is identified as the RNase Sa site with the most
significant ionic K, variability. Figure 7a reveals that
significant changes within the pairwise potentials occur
within ®ys1-guza Prys1-ciure, aNdPrys1-tyrso, Which result
in the ionic K, fluctuations. Figure 7b demonstrates that
these four sites constitute a second electrostatic tetrad
(distinct from the Asp33Glu54—Arg65—Arg69 tetrad
discussed above). In this charge cluster, slight conformational
changes significantly affect ionidq values. Nevertheless,

a significant fraction of the apparenKpvariability within
Glu74 and Glu78 is also attributed to fluctuations within the
intrinsic pK, (Figure 3b). This point illustrates one of the
main results of this investigation, that being apparefy p
fluctuations within the protein core can arise from changes
in both the background and pairwise electrostatic interactions.
Apparent K, fluctuations that arise from convolutions of
Dgerand Dy are also frequently observed in LYS and TIM.
As mentioned previously, Nielsen and McCamrfaeport

an identical conclusion regarding the origins of the variability
within Asp52 from their comparison of 41 HEWL X-ray
structures.

Variability within Overall Ggiec Values. G Which is also
calculated by UHBD as part of theKp calculation, is the
purely electrostatic portion of the overall protein free energy.
(A brief description of howGgiec is determined is provided
in Livesay et aP®) BecauseGe.is frequently used to assess
the electrostatic portions of molecular recognition evé&nts
and overall protein stabilit§?32 understanding the confor-

As suggested by Figure 7, Asp33 is unique because of itsmational sensitivity of this quantity is also paramount. For

large variability within its intrinsic K, distribution. This

all three proteins, it is found that the average snapshot-to-

result indicates that Asp33 is very sensitive to local fluctua- snapshotAGeec ~ 0, meaning that the stabilizing and
tions within the background electrostatics. To explore this destabilizing changes tend to cancel each other out. Table 5

result more closely, correlations between the intrind{g p

lists the average snapshot-to-snapshot absolute value of

values for all titratable site pairs are computed (data not AGgcfor the three protein examples; the standard deviation
shown). The site most strongly correlated with Asp33 is of |[AGeed and its overall range is also provided. As with
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Table 4. Rank-Ordered List of All Titratable Averaged pK; Values, Standard Deviations, Structural Variabilities, and Solvent
Accessibilities of TIM?

rank average RMSD¢  RSAY rank average RMSD¢  RSAd
order? residue pKa std. dev. A (A2 order®  residue pKa std. dev. R (A2
1 TYR207 16.77 0.99 0.49 0.0 38 LYS113 12.07 0.21 0.67 27.3
2 TYR48 11.17 0.77 0.44 13.1 39 ASP80 2.53 0.21 0.55 10.2
3 GLU103 1.63 0.75 0.22 3.7 40 LYS134 11.57 0.20 1.02 325
4 TYR45 10.77 0.58 0.49 7.2 41 ARG204 15.88 0.20 0.31 7.3
5 TYR66 11.20 0.58 0.32 7.5 42 ASP179 2.42 0.20 0.22 5.7
6 LYS154 11.70 0.57 1.52 31.7 43 GLU132 2.79 0.20 0.26 11.9
7 TYR163 19.49 0.56 0.22 1.1 44 GLU202 2.70 0.20 0.36 19.7
8 ASP197 2.36 0.52 0.62 21.3 45 LYS11 12.42 0.19 0.39 25.2
9 GLU76 1.86 0.48 0.24 12.9 46 GLU131 2.80 0.19 0.78 29.5
10 TYR100 10.09 0.47 0.51 40.9 47 LYS220 11.84 0.18 0.60 24.8
11 LYS111 14.94 0.43 0.25 0.5 48 GLU128 5.73 0.18 0.17 0.1
12 ARG97 14.67 0.42 0.22 9.3 49 GLU238 2.65 0.18 0.40 10.3
13 ASP226 —-0.41 0.42 0.25 0.6 50 ARG144 14.03 0.17 0.22 334
14 LYS16 11.05 0.41 0.78 29.9 51 GLU96 1.32 0.17 0.29 8.0
15 ASP110 2.83 0.39 0.29 8.0 52 LYS194 11.14 0.16 0.62 19.8
16 HIS94 6.15 0.38 0.35 1.7 53 LYS198 11.96 0.16 0.46 37.6
17 CYS40 11.08 0.37 0.55 0.2 54 LYS68 10.53 0.15 0.84 23.5
18 ARG188 17.67 0.35 0.21 9.4 55 ASP221 2.05 0.15 0.40 21.5
19 ASP224 2.39 0.35 0.32 5.3 56 LYS20 11.49 0.14 1.28 23.6
20 CYS125 15.06 0.35 0.28 0.5 57 GLU21 3.16 0.14 0.39 23.8
21 ASP105 0.42 0.33 0.21 5.0 58 GLU143 4.57 0.14 0.20 10.8
22 ASP140 2.57 0.33 0.33 17.1 59 LYS55 11.71 0.14 0.36 20.1
23 ARG2 14.46 0.33 0.30 10.2 60 LYS222 11.84 0.14 0.53 17.5
24 GLU36 3.26 0.32 0.28 8.8 61 LYS88 11.21 0.12 0.64 29.8
25 LYS189 11.14 0.31 1.61 34.7 62 ASP104 3.09 0.12 0.23 19.2
26 ASP47 3.11 0.30 0.57 235 63 LYS137 12.01 0.12 0.60 25.2
27 ARG98 17.62 0.30 0.18 8.0 64 LYS236 11.50 0.12 0.78 28.7
28 LYS54 12.00 0.29 0.67 27.1 65 ARG25 13.96 0.11 0.26 13.4
29 LYS133 12.90 0.29 0.39 18.4 66 ASP241 3.86 0.10 0.32 221
30 LYS106 13.37 0.28 0.41 27.6 67 ASP182 3.94 0.09 0.42 22.2
31 GLU24 3.18 0.28 0.51 16.8 68 TRC247 3.48 0.08 0.40 19.5
32 GLU152 2.32 0.27 0.32 11.8 69 ASP155 2.89 0.08 0.35 22.3
33 GLU164 —-0.41 0.26 0.23 0.7 70 HIS102 6.78 0.08 0.67 37.1
34 LYS83 12.07 0.25 0.73 22.0 71 GLU151 4.28 0.08 0.50 26.7
35 HIS184 7.31 0.21 0.29 0.0 72 TRN1 7.79 0.06 1.31 18.7
36 GLU178 2.79 0.21 0.33 20.7 73 GLU33 4.24 0.05 0.56 34.9
37 ARG246 14.63 0.21 0.28 14.6 74 ASP84 4.14 0.04 0.80 25.4
average 0.27 0.48 17.0
std. dev. 0.18 0.30 10.9
correlation® —0.09 —0.40

2 Average pK, values and standard deviations are provided for / = 150 mM. Similar deviations are observed at / = 300 mM. The overall
all-atom and a-carbon RMSDs for the structural ensemble are 0.59 and 0.46 A, respectively. ? The table is rank-ordered vis-a-vis (largest to
smallest) pKa standard deviation. ¢ Titratable atom RMSD. ¢ Side-chain solvent accessibility. € Linear correlation coefficient (for all 74 titrable
sites) between the indicated column and pKj, standard deviation.

the K, variations, theGeiec fluctuations within RNase Sa  of studies that us€cto probe single protein conformations,
are the smallestliAGeed 0= 0.35 kcal/mol) of the three  such as those referenced above.

examples investigated. Somewhat surprisingly, the variation

with the UHBD Geec Values is uncorrelated with the Conclusions

CHARMM potential energy values (see Figure 8). The lack Our ultimate goal is to develop a robust computational
of correlation arises from the reduced variability within the framework to understandKg changes along a reaction
Gelec Values. For example, the standard deviation within the coordinate. In this report, we use MD simulations to generate
UHBD Geglec Values is 10% of the average value, whereas it a conformational ensemble within three protein examples
is 74% of the average CHARMM potential energy value. (RNase Sa, TIM, and LYS) to determine the conformational
From this result, it can be inferred th&e.. is fairly sensitivity of calculated g, values. The conformational
insensitive to slight conformational changes, especially when variability is explicitly designed to be small in order to focus
compared to traditional force field methods. Moreover, the this investigation on the effects alight conformational
observed robustness withBye Strengthens the conclusions changesThese results provide a baseline & fluctuations
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Figure 6. Comparison of the electrostatic environment around
four TIM lysine residues. Structural cartoons, oriented the
same as the electrostatic potential maps, are provided to
facilitate comparisons. The target lysine residues are colored
white, and are (from top to bottom) Lys20, Lys189, Lys154,
and Lys11. (a) Lys20 typifies the normal case where solvent-
exposed residues exhibit large structural fluctuations, yet their
pKa variability is small. This result occurs because the
electrostatic microenvironment of the surface is more uniform
than in the core; the electrostatic environment surrounding
Lys20 is predominantly cationic, with a few small anionic
regions. The solvent-exposed (b) Lys189 and (c) Lys154 are
atypical because these sites have significant pK;, variability
(see Figure 4). This result occurs because there are stark
anionic/cationic electrostatic potential regions near these sites.
The culprit anionic/cationic potential interfaces are highlighted
by the yellow arrow. Acidic residues that predominantly define
the anionic regions near the two lysine residues are colored
yellow. (d) The solvent-exposed Lysll is also atypical
because its structural variability is significantly constrained.
The constrained structural variability within Lys11 is due to a
strong salt bridge between it and Glu96 (colored yellow). Also
displayed are Glul64 (cyan), His94 (violet), and Tyr100
(orange), which make up an extended electrostatic network
at the active site of the enzyme.

J. Chem. Theory Comput., Vol. 2, No. 4, 20335

that can be used in subsequent investigations. Future work
will attempt to incorporate protein flexibility and changes
in electrostatic environment due to substrates and reaction
intermediates, similar to our previous wottg better model
these effects.

Our results indicate that sites buried in the protein core
are very sensitive to slight structural fluctuations, whereas
sites on the surface are generally robust. A few exceptions
to the latter trend are observed in TIM, which can be
explained by their proximity to drastic changes in the anionic/
cationic character of the electrostatic potential surfaces. In
summary, the results presented herein (for both buried and
exposed sites) highlight the structural sensitivity of calculated
pKa values within heterogeneous electrostatic environments.
Heterogeneity within the local electrostatic environment is
usually associated with the crowded protein core; however,
as demonstrated by TIM, it can also be significant on the
protein surface. Finally, overalbeic values are generally
robust to slight conformational changes. This final result is
especially apparent when compared against the increased
variability within traditional force field techniques.

Separating the apparenKpcalculation into its intrinsic
pKa and ionic K, constituent parts indicates that the observed
pK, variability arises from effects associated with both
nontitratable and titratable charges. For example, in the case
of RNase Sa, Asp33 is hydrogen-bonded to the nontitrating
NE and NH1 atoms of Arg65. As a consequence, much of
the variability within Asp33, which has the large apparent
pK, variability of all RNase Sa sites, is due to nontitratable
(background) charges. Conversely, slight conformational
fluctuations have a more significant effect on the pairwise
electrostatic potentials of Tyr51 than its self-potential. Similar
results are observed in LYS and TIM.

Methods

Calculation of pK, Values.Titratable residuelg, values are
calculated using the UHBD suite of prografsll calcula-
tions employ the same approach that we have reported
previously328:31.3239n the approachPseis used to calculate
the intrinsic pK, from the model values. When calculating
®,qr, all background charges are set to zero, because they
are already included in thatrinsic pKa, With the @< and
d,.i potentials in hand, theka is determined after consider-
ing all possible ionization states, meaning that, despite the
schematic shown in Figure 1, ti@parentpKy, is actually a
mixture of the top two lines. For example, Figure 1
encapsulates four different ionization states: t%Glul-,
Lystt/GIu°, LysY/Glul~, and Ly$/GIw. A Boltzmann prob-
ability distribution is used to describe each possible ionization
state. Over a series of pH values, the fractional charge of
each site is calculated as the sum of the probabilities when
ionized. From the HendersetHasselbalch equation, th&p

is simply defined as the pH at which the fractional charge is
+0.5, for acids and bases, respectively. Because sites can
be either neutral or ionized, it also follows that both sides
of the horizontal equilibria are evaluated when thg yalues

are determined. For large numbers of titratable sites, the
computational cost of considering alf possible ionization
states is prohibitive. To make the problem computationally
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Figure 7. (a) Differences in electrostatic potentials between the RNase Sa conformer pair with the most extreme Asp33 pKa
values. Off-diagonal values correspond to @4, whereas on-diagonal values correspond to ®r. The three shades of blue (light
to dark) correspond to differences of 0.1 kcal/mol/e, 0.2 kcal/mol/e, and 0.3 kcal/mol/e; red corresponds to a difference of 1.3
kcal/mol/e. (b) Tyr51 has the most significant ionic pK; variability (see Figure 3b). For this site, the variability arises from changes
within ®rys1-gu7za, Prys1-ciuzs, and Prys1-1ys0, Which constitute a tight, solvent-exposed cluster of four titratable sites.

Table 5. |AGeiec| Variability Statistics?
A Gelec|O std. dev. minimum maximum
protein (kcal/mol) (kcal/mol) (kcal/mol)  (kcal/mol)
RNase Sa 0.35 0.25 0.00 1.59
LYS 0.90 0.67 0.01 2.56
TIM 1.08 0.92 0.06 4.72

2 Statistics describing the distribution of contiguous snapshot-to-
shapshot |AGelec| values.

0.0
="
€
= 20
=
o : +* +
o
c‘,| + ’. ”" t ’:’; ‘ * *
O 40 * * ’ & '
a ‘e ot
= . *

6.0

-1200 -900 -600 -300 1} 300 600

CHARMM potential energy (keal/mal)

Figure 8. No obvious correlation exists between the UHBD-
calculated Ggec Values of the RNase Sa conformers and the
corresponding potential energies computed from the CHARMM
force field (R = —0.20). This result arises from the general
lack of conformational sensitivity within the Ggjec Values. As a
consequence, Ggc is determined to be rather insensitive to
small structural fluctuations.

tractable, UHBD calculatesKy values using the cluster

method described in Gilséhand Antosiewicz et & The

ionic pKa is simply calculated from the model value by

setting all®ge Values to zero.

The linear PoissonBoltzmann equation (LPBE) is solved
using the Choleski preconditioned conjugate gradient method. Protein Structures and Molecular Dynamic®rotein
The LPBE is used, versus the computationally more expen-structures are modified versions of the coordinates retrieved

sive nonlinear PoisserBoltzmann equation (NLPBE), be-
cause of the large number of electrostatic potential calcula-
tions required to calculate allkp values within a given
protein structure. The protein is centered on ax655 x

65 grid with each grid unit equaling 1.5 A. Focusing is used
around each titrating site with the grid spacing becoming
1.2,0.75, and 0.25 A. In all calculations, a solvent dielectric
constant of 80 and a protein dielectric constant of 20 are
used. Protein partial charges are taken from the CHARMM
parameter sétand radii from the Optimized Potentials for
Liquid Systems® The ionic strength varies between 100 and
300 mM, and the temperature is 298 K. Intrinsic and ionic
pKa values are calculated using the standard procedure, but
without including the background and charge pair effects,
respectively.

Electrostatic Potential Map<£lectrostatic potential maps
are calculated using the NLPBE solver within the Molecular
Operating Environment (MOE) software package. The
proteins are centered on a 3333 x 33 grid. A solvent
dielectric constant of 80 is used, with a protein dielectric
constant of 4, which are standard values in electrostatic
potential map calculatiorn®. Electrostatic potential maps
calculated using an interior dielectric constant of 20 are
qualitatively similar (results not shown). Protein partial
charges are taken from the CHARMM parameter’édhe
temperature is 298 K; the ionic strength is 150 mM, and the
protein concentration is 0.001 M. Electrostatic potentials are
rendered in blue and red onto the protein solvent-accessible
surface at+1.0 kcal/molé, respectively. Electrostatic po-
tential maps are provided for only one exemplar conformer;
however, all qualitative conclusions based on that exemplar
are robust to structural variations.
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from the Protein Databank (PDB). The continuum electro- cases of aspartic acid, glutamic acid, C-terminus histidine,
statics method implemented in the UHBD suite of programs and arginine, the target atoms are CG, CD, C, CE2, and CZ,
requires explicit polar hydrogen atoms, which are added respectively, which are all central to the multiple partially
using the MOE software package. Proteins (and PDB charged atoms.

identification codes) for the protein structures used are RNase

Sa fromS. aureofacien6lRGG)?® triosephosphate isomerase Acknowledgment.  This research project began as a
from S. cereisiae (7TIM),3® and human c-type lysozyme class exercise in CHM 416 (Macromolecular Modeling) at
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Abstract: Free energy calculations from molecular simulations using thermodynamic integration
or free energy perturbation require long simulation times to achieve sufficient precision. If entropic
and enthalpic components of the free energy are desired, then the computational requirements
are larger still. Here we present how parallel tempering (PT) Monte Carlo and weighted histogram
analysis method (WHAM) can be used to improve the efficiency of free energy calculations.
For both methods, which can be used separately or together, simulations at more than one
temperature are performed. The same additional temperatures are often used to determine
entropy changes. The results, for the aqueous solvation of n-butane and methane, show
noticeable improvement in the precision of the free energy and entropy changes. The PT and
WHAM methods can give similar error bars as conventional molecular dynamics in half the
simulation time. The methods offer an efficient procedure for calculating free energy, entropy,
and enthalpy changes in which free energy calculations are performed in parallel for a small
number of closely spaced temperatures (for example, as here, at three temperatures: 298 K
and 298 + 15 K), and WHAM is used to enhance the data at each temperature.

[. Introduction enhanced from phase space sampling at different tempera-
Free energy differences for processes involving changes intures using parallel tempering (P¥).}4 Second, the data
noncovalent interactions can be calculated through freefrom one temperature can used to determine ensemble
energy perturbation (FEP) or thermodynamic integration averages at another temperature using WHARM.
(TN.22These methods give an exact free energy chahGe, The most common free energy methods are the potential
and are limited only by the accuracy of the potential models of mean force (PMF), in which free energies as a function
and large computational requirements. The calculation of of a physical coordinate is determined, and FEP and TI, in
fully convergedAG values can involve extensive sampling Wwhich a free energy for adding particles to a system is
of phase space as demonstrated by one recent study whicldletermined. In these methods, the potential energy of the
used over 300 ns of simulation time to calculate a single Ssystem,E(r), is scaled by a paramet@rwhich can couple

AG value? More thermodynamic information can be found to a biasing potential for PMF or the interaction of the added
by calculatingAG over a range of temperatures, from which particles in Tl or FEP, as

changes in entropy, enthalpy, and heat capacity can be

found“~1° The calculations at different temperatures are from E(r) = Eq(r) + AV(r) 1)
independent simulations. By combining the simulations at

different temperatures, the efficiency of the free energy A variety of methods use replica exchange and WHAM in
calculations may be improved in two ways. First, the combination with PMF, FEP, and Tl (see Table 1). Parallel
sampling over phase space at one temperature can bdempering can improve sampling efficiency by running
several identical replicas of the system at different temper-
* Corresponding author e-mail: srick@uno.edu. atures. In replica exchange, the replicas are simulated not
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Table 1. Free Energy Methods, Free Energy Perturbation E;. In the examples studied here, the= 0 state corresponds
(FEP), Potential of Mean Force (PMF), and to pure water, and. = 1 corresponds to water with the
Thermodynamic Integration (TI), Which Use the Weighted addition of a single solute molecule, butane or methane. The
Histogram Analysis Method (WHAM) and Replica entropy changeAS, can be found by taking the temperature
Exchange Swaps in Both Temperature, T, and derivative of eq 2 giving—=2°
Hamiltonian, 4, Variables
free energy method swaps WHAM ref AS= -1 fl (HPV‘F E )a_EAD — PV+EQ jEAD)dA
- A A

PMF AT 16 kT ~° A A

FEP Pl 17 3)

TI,FEP Aor T 18 .

PME AT T 19 Heat capacity changes can be found from the second

temperature derivative of eq®nteractions between the
solvent and the solute are scaled by the paranfetesing

the separation-shifted scaling method of Zacharias et al.,
only at different temperatures but also other thermodynamic which eliminate the singularities in the potential energy terms
conditions or Hamiltoniang14Each replica is simulated with  asA approaches zef3.The 1 dependent energy is
conventional Monte Carlo (MC) or molecular dynamics

(MD), and, in addition to the local sampling of phase space, E: = Bvaterwater

TI T T present work

global moves are attempted which involve exchanges oij2 6 aijz s
between replicas at, for example, different temperatures or 4 z 246”- - +
values of1. Swaps in eithef and A (but not both) were T ry2 +0(1—2) r + 0(1-2)

used by Woods, Essex, and King in combination with FEP qiqj/(rij2 + 6(1-2)Y2 (4)

and TI!8 and swaps in botA andA were used by Sugita,
Kitao, and Okamoto with PM[ Reference 19 also described where the sum ovaris for solvent atoms and ovéiis for

a a FEP method using replica exchange and WHAM, but solute atomsg;; and o are the Lennard-Jones parameters,
this method was not applied. Histogram reweighting provides ¢ is the charge of atom rj is the distance betweeérandj,

a method to reweight data generated with a different and¢ is the shifting parameter that avoids the singularities
Hamiltonian or temperature for the desired Hamiltonian or atrij = 0. The value o is chosen so that the integrand is
temperature. The use of WHAM is extremely common for as linear as possible, giving the most direct path flom
PMF calculations, and, due to the similarities in the energies 0 to 4 = 13132 |n this study,d is set equal to 7 A The
given by eq 1, what might be termed FEP or PMF is entropy change can also be found using a finite difference
somewhat arbitrary in certain cases. One method combiningexpression for the temperature derivative

FEP and WHAM was described by Nina, Beglov, and

Roux7 Histogram reweighting can be used to find a system’s AS=—[AG(T + AT) — AG(T — AT))2AT  (5)

free energy as a function of temperattfré?>-2* The method

of expanded ensembles provides another method for finding
free energy as a function of temperatéfteSome of the
WHAM studies have used parallel tempering to aid in the

. . : 2-24
simulations at different temperaturés: free energy calculationsAT around 15 Kelvin is a good

This paper examines how PT and WHAM can improve ., imation, as indicated by agreement between calculated
the convergence of the ensemble average quantities that argith the two different method&®2.33

needed by Tl to find\G and entropy changes. Calculations
are done for the hydration free energy of methane and of
butane. For methane, a united atom, single interaction site
model is used, so this calculation is predominantly dependent
on the solvent degrees-of-freedom. For butane, which has
important intramolecular degrees-of-freedom, the calculation
is dependent on both solute and solvent coordinates.

This requires calculatind G at two additional temperatures
(T &£ AT). The finite difference expression is strictly valid
only for small AT and assumes that higher temperature
derivatives of the free energy are not large. For hydration

Parallel Tempering. In a parallel tempering simulation,

the system is replicated times, and each replica is simulated

at a different temperature. Each replica is simulated with
conventional Monte Carlo (MC) or constant temperature
molecular dynamics (MD), and, in addition to the local
sampling of phase space, global moves are attempted which
involve exchanges between replicas. The swapping moves
introduce configurations from higher temperature simulations
IIl. Methods ) ) ) into the ensemble averages of lower temperature simulations
Thermodynamic Integration. The fr(_ae energy difference _ (and vice versa). The swapping then provides a way for the
between two systems can be obtained by thermodynamicyq e temperature simulations to escape local minima of
integration from phase space. In the isothermal, isobaric ensemble attempted

E swaps of replicas andj are accepted with a probability
se= & @
0 acc{ < j) = min[1, exp@; — B)(E + PV, — E — PV))]

6
where/ is a parameter that connects the two systemss ©)
the 1 dependent Hamiltonian, arié--[] corresponds to an  wheref = 1KT,, P is pressure, and; is the volume of replica
isothermal, isobaric ensemble average with potential energy,i.?* This method would swap both the coordinates and the
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volume of the two replicas. Alternatively, the volume could and eq 9 becomes

not be swapped, and only the coordinates are exchatigéd. " "

In this method, the coordinates from each replica would have _ —BH_BGx

to be rescaled to be contained within the volume of the other QH) = gN“(H)/kZle ¢ (11)
replica. The acceptance probability would require a recal-

culation of the energy of each configuration after volume The Gibbs free energy & can be found from
rescaling. One advantage of exchanging both the coordinates

and the volume is that the energiEsand E; are already e =7= zefﬁkHQ(H) =

known, and no new energy calculations are required for the M M

replica exchange moves. This is the method used in this ZefﬁkH(ZN,-(H)/Zefﬂ"Hefﬁjq) (12)
study. Each replica is simulated using constant temperature, = =

constant pressure molecular dynamics. Exchanges betwee'Equation 12 can be solved iteratively to find the seGg§,

neighboring replicas are attempted every 0.1 ps. After eaChprovided the histogram\(H) has some region of overlap
successful exchange of coordinates at a temperajumea with Niea(H).

temperature off;, the velocities need to be rescaled by a Average quantities of a propery, given by
factor (Tj/T;)*2.34 Although not done here, replica exchange
moves can also be made between replicas with different Ay = f dr dVA(r'\/)e_ﬂkH/Zk (13)
Hamiltonians, as for instance in refs 18 and 19, and in other
applications®>3¢In these cases, the acceptance probabilities can be expressed as
are slightly different than eq 6, with terms involving the
energy function of one replica with the coordinates of the (AL = Ze‘ﬁkHAk(H)/Ze_ﬂkHQk(H) (14)
other replica and vice versa.

The Weighted Histogram Analysis Method.The con-
figurational partition function for a system at a temperature

Tcis A(H) = [ dr dVA(r, V)O(H(r, V) — H)
Z(N, T,P) = %= [dr dve ) =
Ze‘ﬂk“ [ dr dVO(H(r , V) — H) = Ze_ﬂkHQk(H) (7)

The functionA(H) can be found from simulation data using

=&z, [ dr dVAr, Ae PO(H(r, V) — H)/IZ,
= M MSAH)Y (15)

where G is the Gibbs free energyr are the system  wherelA(H)is the average value éffor a particular value
coordinates, andl is the enthalpyE(r)+PV). The function of H. Data from simulations at different temperatures can
Q(H) is the temperature independent enthalpy density of be combined using

states and can be found from a single simulation at a

temperaturefy b . S
emperaturdli by AlH) = 3 wHIAMH) = 5 wHBHE S 16)
= =

Q(H) = [ dr dVo(H(r, V) — H) =
Putting this expression fagk(H) and the weights from eq 10
S dr dve HHEVS(H(r, v) — H)e ) into eq 14 gives

Z/Z

(@d2) mQ=[Z(Zmx(H)@e*ﬁkH/Ze*ﬁJ”eﬁlGJ]/zk (17)
i [ dr dve PHENSH(r, V) — H) ] ]
1/Z, Z - where Z can be found from eq 12. Equation 17, after eq

M7, [B(H(r, V) — H)[J= e PON(H) (8) 12, is used to find th&;'s and provides a method to use
data from other temperatures to calculate averages at a given
where N(H) is the histogram of enthalpies from the temperature.
simulation atTy. For thermodynamic integration, averagedatt;/oA[] are
The density of states can be constructed fidrdifferent needed. To calculate this using eq 17 requires calculating

simulations aM different temperatures using a weighted sum the function@E;/dA(H)[J. For free energy perturbation, the
function@xp[—p(E.+a1 — E;)](H) would be needed. Other

useful averages can be calculated from

M M
Q(H) = ZWK(H)QK(H) = Zwk(H)Nk(H)eBkHe—ﬂka )
& = ML = Z[H(zNJ_(H))e*ﬁkH/ze*ﬁjHeb’jGj]/zk (18)
] ]

The Ferrenberg and Swendsen optimized weights are given
by15

1Z, (19)

and
HHHG - ARG 08, E, BiH ARG
W (H) = & PGy g PR (10) =S H H)| |e Py e fneha
: 2 TERPAUPR L ()
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0.04 . . Table 2. Solvation Free Energies and Error Estimates (in
kcal/mol) for the Four Different Methods at Three Different
F . Temperatures?
283K 298 K 313K
0031 1 method AG O0AG AG OAG AG  OAG
L i Butane
CMD 2.862 0.034(2) 3.180 0.034(6) 3.418 0.030(2)
) 0.02 i CMD-WHAM 2.862 0.027(2) 3.175 0.024(5) 3.421 0.027(1)
= PT 2.891 0.032(1) 3.196 0.024(2) 3.449 0.027(3)
I i PT-WHAM  2.886 0.029(1) 3.189 0.021(4) 3.459 0.025(3)
Methane
0.01 L _ CMD 2.081 0.018(1) 2.265 0.022(3) 2.406 0.020(1)
CMD-WHAM 2.083 0.016(1) 2.268 0.015(2) 2.401 0.017(1)
L i PT 2.102 0.017(1) 2.252 0.015(2) 2.414 0.016(1)
i PT-WHAM 2,102 0.016(1) 2.253 0.012(3) 2.414 0.014(1)
0 L a2 Numbers in parentheses give error estimates for 0AG.
-2700 -2600 -2500 -2400 -2300
H (keal /mol) [ll. Results _ _
Four methods to calculate the aqueous solvation free energies
Figure 1. Histograms of the enthalpy at 283 K (dashed line), for the two molecules, butane and methane, are compared.
298 K (solid line), and 313 K (dotted line), for butane in water The methods are as follows.
ati =1 1. CMD: conventional molecular dynamics. Independent

simulations at three temperatures, and for each valug of
All the averages neededn to calculat& from eq 3 can be are used to calculat&G and AS using the thermodynamic
found from the two function$\;(H) and BE;/dA(H)[ integration eqgs 2 and 3.
Histogram reweighting can be used to combine data not 2 cMD-WHAM: conventional molecular dynamics
only at different temperatures but also for different Hamil- plus histogram reweighting. From the independent simula-
toniansi>*® The Hamiltonian corresponding to eq 4 is not tjons at different temperatures, the histograNigH) and

linear in }., due to the SeparatEd'Shiﬂ:Ed Scaling terms, so @EA/BA(H)E are found. From these histograms and eqs 12
WHAM cannot be used to combine data at different values and 17-19, AG and AS can be calculated.

of A. If the Hamiltonian were linear or another power/of 3. PT: parallel tempering. Parallel tempering is used to

then WHAM could be used. generate the ensemble averages at the three temperatures,
Simulation Details. The simulations used 256 water for each value ofl.

molecules, treated using the TIP4P moteind one solute 4. PT-WHAM: parallel tempering plus histogram re-

molecule, methane or butane. The united atom, one-siteweighting. From the parallel tempering simulations the
OPLS model is used for methaffeand the all atom, OPLS-  histograms are found and used to calcula@® and AS.

AA model is used for butan®. The Lorentz-Berthelot The AG values are in fair agreement with the experimental
combining rules were used for the Lennard-Jones interac-values (1.932 kcal/mol for methane and 2.148 kcal/mol for
tions, and all bonds were treated as rigid, using SHAKE. butane)’ and in good agreement with other calculated values
The bond angles and torsional angles in butane are treatedor methané*°484%and butang(Table 2). Error estimates

as flexible. The simulations were done in the isothermal represent two standard deviations of the data calculated from
isobaric (constant T,P,N) ensemble, by coupling to a pressure

bath (at 1 atm) and a Nogdoover temperature bath for three 2
temperatures (283, 298, and 313“K)*® For this system size, OX =
the distributions of enthalpies at the neighboring temperatures N—1
have enough overlap of the enthalpy histograms for histo-

gram reweighting and are close enough for good acceptancevherex; is the value from théth 1 ns simulation, and is
ratios for the parallel tempering moves (Figure 1). For butane the average of alN x values. Estimates of the errors of the
at 1 = 1, the acceptance ratio between the replicas at 283error bars can be made by splitting the data into halves and
and 298 K is 0.10 and between the 298 and 313 K replicas calculating the standard deviation of thevalues from each

is 0.12. The acceptance ratios at other values ahd for half. Equation 20 only gives valid error estimates if the data
methane are similar. Long-ranged electrostatic interactionspoints are uncorrelated. The correlation time was found by
were treated using Ewald surtfsand no tail correctiorfs® calculating the time correlation function &E;/dA[1.° For
were made for the Lennard-Jones interactions, which were[dE;/dA[] we find that the correlation time is less than 5 ps,
cut off at half the box length. The thermodynamic integration consistent with the results for similar modélsp each 1 ns
calculations used 15 differetvalues (11 at equally spaced simulation is uncorrelated with the others.

intervals of 0.10 from O to 1.0 plus 4 additional points at  Differences in the error bars are in some cases not much
0.025, 0.05, 0.15, and 0.25). Data for eaclvalue were bigger than the errors estimates in the error bars, but by
generated from six 1 ns simulations, wgia 1 fstime step. looking at all six calculated free energies (3 temperatures

N
(% — AN
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0.07 T . . . T Table 3. Solvation Entropy Changes, —TAS (in kcal/mol)
- (A) butane 1 for the Four Different Methods at T = 298 K, Using the
1 Two Different Entropy Expressions, Egs 3 and 52

g i 1 eq3 eq5
< 005F .
< L ] method —TAS TOAS —TAS TOAS
~
o 0.04F 7 Butane
4 - - S . CMD 6.14 0.69(7) 5.52 0.45(3)
0.03 \\‘:&‘i:\\ 1 CMD-WHAM 5.94 0.51(4) 5.56 0.38(2)
- T3t~ PT 6.45 0.75(9) 5.55 0.41(3)
0.02 s 5 . s 2 PT-WHAM 5.75 0.53(3) 5.69 0.38(3)
0.05 ; ; . . x Methane
CMD 2.83 0.55(8) 3.24 0.27(1)
r (B) methane 7
CMD-WHAM 3.25 0.33(3) 3.17 0.23(1)
0.04 ] PT 3.33 0.47(7) 3.10 0.23(1)
- : PT-WHAM 3.13 0.42(3) 3.10 0.21(1)

. a2 Numbers in parentheses give error estimates of T0S.

The entropy changes, as found from both eqs 3 and 5, are
given in Table 3. The values are not too far off from the

JAG (keal/mol)

- \‘*‘*\»\.\o\';*'*'a 1 experimental values{TASis 4.8 kcal/mol for methane and
0.01 : : - é\“' z 7.7 kcal/mol for butane)’ Entropy changes have been
calculated for the solvation of methati&°and they are close
Simulation time (ns) to the present values, especially for the study that used the
Figure 2. Error estimates of AG for (A) butane and (B) same potentidl. The improvement in the error bars using
methane, comparing the various methods: CMD (solid line, WHAM is about the same or slightly better for the entropy
<), CMD-WHAM (dotted line, O0), PT (dashed line, A), and calculations, through eq 3, than it is fAG. Using PT does
PT-WHAM (dot—dashed line, O). not appear to improve the error bars in the entropy calcula-

tions. The ratio of the CMD error bars over the CMD-
and 2 solute molecules) better assessments about the efWwHAM error bars are 1.4 for butane and 1.7 for methane.
fectiveness of the different models can be made. (The errorThis may reflect the fact that the integrand of eq 3 requires
bars of the error bars are themselves difficult to determine more sampling than that of eq 2. The error bars decrease
with much precision, but they are about-55% of the more using WHAM forAS calculated through eq 3 than for
magnitude of thed)AG values, see Table 2.) When either eq 5, but still the error bars are less using eq 5. The finite
CMD and CMD-WHAM or PT and PT-WHAM are com-  difference expression, eq 5, has been previously shown to
pared, using WHAM lowers the error bars. The PT results have smaller error baf8.The agreement id\S using the
are lower than the CMD results for all siXG calculations, two different equations is very good, particularly when
although the CMD-WHAM results are comparable and in WHAM is used.
some cases lower than the PT or PT-WHAM results. The  Histogram reweighting improves the error bars by supple-
improvement of one method over another can be judged bymenting the data at one temperature with data at other
looking at the ratio of the error bars. For example, for butane temperatures, as given by eq 17. The CMD-WHAM aver-
at 298 K, the ratio of the error bars of CMD to those of PT ages at a temperature, Tan be found fromB@E/dA0=
is (0.034+ 0.006)/(0.024+ 0.002) or 1.42+ 0.27. For > w@BE/0A(H)Wwham. The function@E/0A(H)Wwham is the
methane at 298, the same ratio is (0.628.003)/(0.015+ sum of the appropriately weighted histograms from the CMD
0.002) or 1.47+ 0.28. Since the error bars will decrease as at three different temperatures
the square root of the simulation time, improving the error " "
bars by a factor of 1_.4 (ov/_i) means error bgrs cpmpar_able @E(H)u _ EE(H)D e PHIN o M SG 1z, (21)
to CMD can be achieved in half the simulation time. Figure Y] \WHAM JZ YR ;
2 shows the error estimates for the four methods as a function
of simulation length, for butane and methane at 298 K. This In Figure 3, the reweighted histograms at each of the three
shows again the improvement of the PT and WHAM temperatures is shown as well[@&/dA(H)@wnam for butane
methods over CMD. The PT and WHAM methods give at 298 K andA = 1. It is clear that data from all three
errors bars after 3 ns which are lower than CMD gives after temperatures contribute to the average. The areas under each
6 ns of simulation time. It should be kept in mind for these curves are 0.925 kcal/mol (283 K), 3.46 kcal/mol (298 K),
comparisons, that the PT and WHAM results, involving three and 1.06 kcal/mol (313 K), giving a total of 5.45 kcal/mol.
separate simulations, use three times the computer time. AsSo 0.64 comes from the CMD simulation at 298 K (3.46/
long as onlyAG values are desired, gains of2 are not 5.45), and the rest, about 1/3, comes from CMD simulations
enough to overcome the need for the additional simulations. at different temperatures. The infusion of data from other
If ASis also desired, then simulations at other temperaturestemperatures helps reduce the error bars. If all WHAM did
would be typically performed anyway and are not additional. was add 1/3 more information, then using WHAM would
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Figure 3. The function @E/AA(H)from histogram reweighting

Figure 4. Error estimates of the @E/IA(H)Ofrom histogram

reweighting (solid line) and from conventional molecular
dynamics (dashed line), for butane at 298 K and 4 = 1.

(solid line) for butane at 298 K and 1 = 1. Also shown are the
reweighted histograms from CMD at 283 K (dashed line),
298 K (dot—dashed line), and 313 K (dotted line). The three
reweighted histograms sum to give the solid line.

be like running CMD for 1/3 longer, and the error bars would
only be smaller by a factor of/4/3 or 1.15 instead of/2.
Additional improvements in precision are found because the
histograms at other temperatures preferentially sample dif-
ferent regions of enthalpy than the 298 K simulation and
therefore increase the precision BE/9A(H)Wwram away

from the peak. The error estimates of the histograms from
CMD and from CMD-WHAM for butane at 298 K and=

1 shows that the errors are only slightly smaller for CMD-
WHAM at the peak (around-2500 kcal/mol), because at
the peak the CMD-WHAM histogram is primarily made up

of the CMD histogram at 298 K. Away from the peak, the
error bars are significantly smaller due the contributions from
the other temperatures. Note that the largest decrease in error
bars with WHAM is for the 298 K data. For the other two
temperatures the decrease is not as great because data at

neighboring temperatures contributes the most to the re- g e 5. Distribution of the dihedral angle, 7, for butane at
weighted histograms and these temperatures only have onegs k from 5 ns of simulations using parallel tempering (solid
neighboring temperature, whereas 298 K combines data fromjine) and conventional molecular dynamics (dashed line). The
two nearby temperatures. dotted line shows the value of the gauche peak from parallel
Parallel tempering improves the error bars of the calcula- tempering.
tions but not as significantly as other applications, in which
PT improves sampling efficiency by an order of magni- molecular barrier of these systems is the torsional angle of
tude?®5tIn the study of Woods, Essex, and King which used butane, involving the four carbon atoms, which a previous
combined PT and TI to calculate the free energy of study has indicated may not be properly sampled over
converting a water to a methane molecule, PT (using 16 nanosecond simulatiodsThe barrier for rotation in the
replicas, a larger number was needed in this study becaus€DPLS-AA model is 3.68 kcal/mdP. In our simulations, even
it had about 6 times more molecules) reduced the error by aat the lowest temperature, the torsion angleis sampled
factor of 1.4, similar to what is found het&The sampling fairly adequately (Figure 5). If the sampling were completely
of the aqueous methane and butane systems does not appeaonverged, the heights of both gauche peaks (around 70 and
to involve motion over large energy barriers. If it did, then 390 degrees) would be the same, as they are for the PT
parallel tempering would improve the error bars more simulations, but not quite for the CMD simulations at 283
significantly. Also, the improvement in using PT rather than K. At 298 K and 313 K, the distribution of appear to be
CMD would be better at low temperatures, which does not completely converged. Even though there are differences
appear to be the case in this study (see Table 2). The largesbetween the distributions gf at 283 K between CMD and

—

~
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0 120 360

240
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PT, they are not enough to indicate large sampling problems.
In addition, Shirts et al. showed that the valueAd®s was
not sensitive to the value gf.2 These results all indicate

that large barriers are not present in either of these free energy

calculations. The improvements in sampling efficiency using
PT is most likely not as much due to help in crossing over
barriers as in providing independent trajectories.

Conclusion

The results show that notable improvements in the efficiency
of calculating solvation free energies and entropies can be
achieved for solvation free energies when using parallel
tempering (PT) or the weighted histogram analysis method
(WHAM). Error estimates when using PT and/or WHAM
can be a factor ox/2 less than those using conventional
molecular dynamics (CMD), which means similar error bars
can be achieved with simulation times half as long. The PT/
WHAM error bars are lower than those of the extremely
precise values of Shirts et al. which reportA@ of OPLS-

AA butane of 3.10+ 0.06 kcal/mol at 298 K (with @ error
bars)? The calculations did not reveal that solvating a
methane or a butane molecule involved sampling over large
barriers. For other systems which do involve crossing
barriers, use of PT would result in larger increases in the
efficiency of theAG calculations. The WHAM method uses

data generated either from CMD or PT at other temperatures

to generate the quantitie®E;/0A, (H], and (HIE,/0A[)
needed to calculatAG and AS. For the temperatures and
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(15) Ferrenberg, A. M.; Swendsen, R. Phys. Re. Lett. 1989
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Rosenberg, J. MJ. Comput. Chenl1992 13, 1011.

(17) Nina, M.; Beglov, D.; Roux, BJ. Phys. Chem. B997 101,
5239.

(18) Woods, C. J.; Essex, J. W.; King, M. A. Phys. Chem. B
2003 107, 13703.

(19) Sugita, Y.; Kitao, A.; Okamoto, YJ. Chem. Phys200Q
113 6042.

(20) Yamamoto, R.; Kob, WPhys. Re. E 200Q 61, 5473.

(21) Herr@ez-Cobos, J.; Mackie, A. D.; Vega, L. B. Chem.
Phys.2001, 114, 7527.

(22) Chang, J.; Sandler, S.J. Chem. Phys2003 118 8390.
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system sizes used here, there is enough overlap of the (23) Mitsutake, A.; Okamoto, YJ. Chem. Phy2004 121, 2491.

enthalpy histograms (Figure 1) to give good improvement
in the precision of the free energy calculations. Both PT and
WHAM are computationally inexpensive, and if simulations
at additional temperatures were required to find entropy and
enthalpy change’!° then using PT or WHAM does not
add additional simulation time. The WHAM method is
particularly easy to implement, simply requiring the calcula-
tion of two one-dimensional histograms, and can be easily
combined with standard simulation programs.
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Abstract: The interactions of aromatic groups have been identified as playing a crucial role in
many systems of interest. Unfortunately, conventional atom-centered force fields provide only
an approximate representation of these molecules owing to their failure to consider the
guadrupole moment arising from the = electrons. In this paper the structure of liquid benzene,
the prototypical aromatic system, is investigated using a novel approach to Monte Carlo
simulation, parametrized against experimental thermodynamic data, which incorporates an explicit
representation of the aromatic = electrons. In contrast to previous simulations of liquid benzene
it is found that a perpendicular arrangement of benzene molecules is preferred to a parallel
arrangement. This result is in good agreement with experimental data.

Introduction a thorough understanding of the characteristics of the benzene

In recent years interactions involving aromatic residues have Molecule is essential if we are to progress to modeling more
been shown to be of crucial significance in a number of complicated systems involving aromatic interactions. Here
important problems including proteiigand bindingl2 the we present such an application, giving an improved param-
determination of protein structute&nd DNA base stackinty. etrization of the model which reproduces the experimental
As the realization of the importance of aromatic interactions Properties of liquid benzene as well as providing insights
grows, so too does the requirement for accurate modelinto the intermolecular geometries that give rise to these
potentials which can reproduce these experimental observaProperties at a molecular level.
tions. The charge separation model of Hunter and Sahders
is one such model and has received much attention as aBackground
simple and physically reasonable method for modeling theseAlthough the isolated benzene dimer has received much
interactions. It represents the aromatielectrons as a series ~ attention, both theoretically and experimentally, there is still
of explicit points lying in two planes above and below the much debate as to the true structure of its global energy
aromatic C atoms. While it has been successfully applied in minimum. The two candidates are those structures that would
a variety of situations, varying from porphyrin rirftgt be anticipated given the quadrupolar nature of the benzene
aromatic amino acidsand molecular clip$,it has not been molecule: a parallel displaced (PD) structure and a T-shaped
used to investigate the nature of molecular liquids such as(TS) structure in which one molecule lies perpendicular to
benzene. As the prototypical case of the aromatic interaction,the second, forming a hydrogen bond to thesystem. In
reality this is not a hydrogen bond in the conventional sense;
R _ - when the dimer is formed, the-H bond length shortens
Corresponding author e-mail: ghg24@cam.ac.uk. o
T Department of Chemistry, Physical and Theoretical Chemistry to allow for t.he max.lmlzatlon of th? favorable quadrUpel? .
Laboratory, University of Oxford. guadrupole interactions. As such, it has been termed an ‘anti-
*The University Chemical Laboratory. hydrogen bond®.
§ Current address: Unilever Centre for Molecular Informatics, The  In the early days of theoretical calculations on the benzene
University Chemical Laboratory, Lensfield Road, Cambridge, dimer, it was generally believed that the structure of the
U.K. CB2 1EW. dimer was T-shapéd® or a slightly distorted T-shaped
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structure'* As new experimental evidence came to light, are, thus far, inconclusive. However, there are some broad
the structure of the benzene dimer received new focus, and,conclusions that can be drawn: 1. The PD and TS structures
performing calculations at the MP2/6-8G* level of theory, lie very close in energy. 2. The potential energy surface for
Hobza et al? identified that the parallel displaced structure the benzene dimer is very flat in the region around the
was actually an energetic minimum and that it even lay lower minimal®3® 3. In reality the benzene dimer is likely to be
in energy than the T-shaped structure. Jaffe and Sthith, highly fluxional, constantly moving between the two struc-
again working with the MP2 theory, also favored the PD tures?!
structure, concluding that the TS structure was not in fact a  Although the structure of the benzene dimer has received
minimum at all but rather a saddle point on the transition much attention, and the structure of solid benzene is well
between two parallel displaced structures. The complexity defined?® what is less well understood is the structure of
of the problem was well illustrated when, within a few the liquid phase of benzene. Atom-centered force field
months, Hobza et aP. presented a study using the CCSD- simulations have suggested that the liquid is comprised of
(T) theory, which concluded that both the PD and TS well-defined solvation spheres around each molecule but that
structures were true minima, and almost isoenergetic, butwithin each sphere there is either no orientational preference
with the TS structure lying marginally lower in energy. Since for the individual molecul€$ or a very slight preference for
this time, the debate had bounced back and forth betweenthe orthogonal arrangemetitEvidence from X-ray diffrac-
the two competing structures, Gonzalez and¥iconcluded tion®® and neutron scatterifiexperiments, however, as well
than the TS dimer is marginally lower in energy than the as recent experimental resdtdrom optical Kerr effect
PD dimer, although their work was limited by the small size spectroscopl all conclude that the local ordering in liquid
of their basis sets. Hobza et al. used CCSD(T) calculationsbenzene is perpendicular.
to parametrize the NEMO mod€lsuggesting that only one Conventional all atom force fields perform well in many
minimum, a TS structure, is present and that the PD structuresituations, for example in the reproduction of the dipole
is actually a transition stafé. Tsuzuki et al®® have moment of molecules, but actually provide a poor description
concluded that the two dimer structures are approximately of the electronic distribution in the benzene molecule. In
isoenergetié? though CCSD(T) calculations reveal that the benzene, the delocalizedorbitals above and below the plane
PD structure is slightly lower in enerdy.The authors of the ring contain substantial amounts of electron density
conclude, however, that these calculations are likely to that give rise to a quadrupole moment, the first nonzero
overestimate the attraction in the PD case and that, in reality,multipole moment present in the benzene molecule. This
the TS structure may be lower in energy. The most recent quadrupole moment is completely neglected by atom-
and rigorous calculations on this system by Sinnokrot et centered approaches. Hunter and Safgeoposed that this
al.*?2 performed using CCSD(T), also conclude that the charge distribution could be accounted for by placing two
two dimer structures are isoenergetic. points above and below each C atom in the ring, each having

The results from experimental studies on the benzenea negative charge but no volume, to representitaiectrons.
dimer are just as inconclusive as those from theoretical This approach, termed charge separation, has been applied
calculations. The earliest experimental studies were per-widely for the inclusion of lone pairs in, for example, wéter
formed using molecular beams and concluded that the and sulfur in proteirf$ and has been found to perform well.
benzene dimer is pold#:2* The authors interpreted this to In this work we will begin by presenting a brief study of
mean that the molecules adopt a T-shaped arrangement, athe benzene dimer, which will illustrate the effect of the
is found in the solid® This view was also backed up by charge separation model on a simple aromatic system. We
experiments performed using resonant two photon ionization will then move on to consider the case of liquid benzene
(R2P1) technique$ ionization-detected stimulated Raman and examine how the new model affects previous ideas on
spectroscopy (IDSRSY;?® and rotational spectroscopy. the structure of the liquid at a molecular level.

The experimental evidence favoring the TS dimer, how-
ever, is far from conclusive. Various vibronic spectra of Methods
isotopically substituted benzenes have been measti€d;  Ab Initio Calculations. In parametrizing their model Hunter
all of these studies conclude that the structure of the dimerand SandePsproposed that each C atom would contribute
is symmetric, precluding the TS structure, but not the PD one electron to ther system, meaning that each point
structure, which has been suggested by Bernstein®f%®l.  would have a chargeg,, of —0.50 e. The value of the
Additionally, Schlag et al. have proposed from these results separation between the nuclear site andsthoint, 6, was
a 'V-shaped’ dimer structur&:33In addition to the IDSRS  determined by fitting to the gas-phase quadrupole moment
experiments performed by Henson et %4f2 the same  of the benzene molecule, to give a value of 0.47 A.
technique has been used by Ebata et‘akho came to the To consider the effect of charge separation on the benzene
conclusion that two isomers exist, having center of mass dimer we adopted a different approach, parametrizing the
separations of 3.6 A and 5.0 A, which would correspond to model via a comparison with ab initio data. Tran et4al.
the PD and TS dimers, respectively. The conclusion that jgentified 10 minimum energy conformations of the benzene
more than one dimer structure is present was also reachedjimer, labeled aj. The energies of these structures were
by Scherzer et al2who found that at least two dimers exist. recalculated at the MP2/6-31G** level of theory. Al-

It is clear that the theoretical and experimental study of though CCSD(T) methods have become the de facto method
the benzene dimer has given results for its structure which of choice for benzene dimer calculations, it has been stown
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that MP2 methods employing medium sized basis sets give
very good results, due to a fortuitous cancellation of errors,
at much reduced computational cost. All ab initio calculations
were performed using the Gaussiaffoprogram, and all
calculated energies were corrected for basis set superposition
error (BSSEY using the counterpoise methéd.

With the ab initio energies calculated, the equivalent
energies were calculated for the same 10 structures using a
charge separation force field in which the valuegjpfind
o were varied from 0 to-2e and 0 to 1 A, respectively.
The ability of the force field to reproduce the ab initio
calculated energies at each set of parameters was measured
via eq 1.

)

Total difference in Angular Distribution/%
P

R R 250
Number of Configurations

i
_ MP2 CS\2
AE=Y (& -ED) (1) _ o
n=a Figure 1. Convergence of angular distributions.

Monte Carlo Calculations. Previous studies have found
that parametrizing force fields by fitting to ab initio data in modified in such a way as to incorporate thelectron points
vacuo is inappropriate for modeling condensed phases inOf the charge separation model (denoted OPLS-CS), and the
generd?® and aromatic interactions in solution in particligr,  third used the original charge separation model of Hunter
and this observation was found to hold true in this case, with @nd Sanders (HS). All simulations were performed using
the ab initio derived parameters performing poorly for the BOSS version 4.27in the OPLS simulation the standard
case of the liquid simulations (results not shown). To OPLSAA parameters were used, in the OPLS-CS simulation
surmount this problem when parametrizing the original OPLS the OPLSAA parameters were modified so as to incorporate
all atom model for liquid simulations of benzene Jorgensen thex parameters described above, and in the HS simulation
and Severanéé fitted their parameters to experimental the parameters used were those obtained in the original work
thermodynamic and structural data. In this instance, a similar Py Hunter and Sandefdn all cases a system consisting of
approach has been adopted, with the additional constraint267 benzene molecules was used in simulations that were
that the model must reproduce the experimental value of thefun in the NPT ensemble with = 298 K andP = 1.0 atm.
benzene quadrupole moment. The simulations were begun from a configuration in which

Because OPLS is an effective potential, any properties not@ll of the benzene molecules were arranged in a parallel
explicitly accounted for in the model will have been ‘mixed fashion, and in all simulations 4 10° equilibration steps
into’ the model during the parametrization process. This Were performed followed by 2.5 10° steps of averaging.
means that rather than just adding extra points so that theyThe orientational distributions shown in Figure 7 were
reproduce the correct quadrupole moment, it is necessary tocalculated as the average of configurations extracted from
reexamine all of the parameters within the system. To do the simulation every X 10° steps, which was found to be
this we have followed a methodology similar to that used in sufficient for the angular distributions to have converged to
the parametrization of the TIPSPwater model. The bond  their limiting values (Figure 1).
lengths and angles used are the experimentally derived values
for the isolated benzene molec@felo these we then add a  Results and Discussion
series of charge and van der Waals parameters. The chargBenzene Dimer: Ab Initio Calculations. The results of the
parameters are subject to the constraints that the individualparametrization against ab initio data can be seen in Figure
molecules must be charge neutral and that —qy where 2.
0. and gy are the charges on the electron points and H From this we can see that the best parameter values lie
atoms, respectivelyy, andd were then varied systematically some way from those of an all atom force fieldogt= Oe,
along with the van der Waals parametergnde, until the 0 =0 A and also from those used by Hunter and Sanders at
models give the minimum deviation from experimental ¢, = —0.5e andd = 0.47 A. The values obtained from this
thermodynamic results. For the purpose of parametrization parametrization arg, = —0.30e andd = 0.30 A.
a series of Monte Carlo simulations including 267 benzene It has previously been shown that atom-centered force
molecules in the NPT ensemble (wil=1 atm andT=298 fields perform badly when modeling T-shaped structures of

K) was performed. Each simulation consisted of &.Q0’ the benzene diméf.As an illustration of the improvement
steps of equilibration followed by 6.0« 10" steps of that can be brought about via the use of the charge separation
averaging. model Figure 3 shows potential energy surfaces calculated

With the necessary parameters in place three Monte Carlofor the region around the T-shaped minimum. In all cases,
simulations of liquid benzene were performed. The first the surfaces have been calculated by keeping teparation
treated the benzene molecules using a 12 site model, theof the molecules fixed at their equilibrium separation of 4.9
OPLS all atom potentié! (denoted OPLS), the second used A22 and scanning over the andy directions, calculating
a 24 site model consisting of the OPLS all atom potential the energy every 0.2 A.
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Figure 2. Parametrizing the CS model against ab initio data.
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The general shape of the surface produced using the charge . g Ve
separation model is much closer to the ab initio surface than g ]
is the surface calculated using an all atom approach. % 2011
Although the agreement between the charge separation and I
ab initio surfaces is not quantitative, the charge separation
model does give qualitatively correct results. Since the 307
objective of this work is not the accurate reproduction of
benzene dimer energies, we have not chosen to refine this 2
model further but have rather considered these data to be
evidence that the use of explicit points to represent aromatic
m electrons can improve the representation of the benzene
molecule. As such, rather than providing a definitive solution
to the problem, these calculations demonstrate the potential
of the charge separation approach, and recommend it for
further study.

Liquid Benzene: Monte Carlo Simulations

From the initial simulations performed, a set of parameters
was determined as the best OPLS-CS model. These values
are listed in Table 1, and the comparison with the thermo-
dynamic data from experiment can be seen in Table 2.

The agreement between the OPLS-CS calculated and
experimental values is generally at least as good as that ofFigure 3. Potential energy surface around the T-shaped
the OPLS model and offers a large improvement in terms minimum, calculated using (a) MP2/6-311+G**, (b) the CS
of the reproduction of the quadrupole moment of the model, and (c) an all atom potential.
molecule. Of all the models employed, the Hunter and

Sanders model performs worst in reproducing the experi- i ,
mental thermodynamic properties of the liquid, providing a CUr Potentials. In this case, both the OPLS and OPLS-CS

good representation of the quadrupole moment but over- models perform reasorjgbly well in_ter_ms_of rep_roducing the
estimating the attraction between the molecules. That this 9eneral shape and position of the distribution, with the OPLS-
model performs badly is perhaps no great surprise. It was CS model more accurately predmtmg the height of the first
never developed with the simulation of liquids in mind and P&ak and the OPLS model its slope.
indeed was not intended to treat benzene at all, actually being The relative orientation of molecules in liquid benzene
developed for the treatment of porphyrins. can be analyzed more closely via consideration of the
As a first measure of the structure of the liquid we can constituent radial distribution functiong(r). The experi-
consider the center of mass radial distribution functions, mentalg(r) have been determined by X-ray diffractigrand
gemem(r) (Figure 4). These distributions provide little  the same functions have also been calculated as a result of
information about the detailed structure within the liquid but several simulations using Monte Cé&floand molecular
do provide information on the size and number of molecules dynamic8>37555&echniques. In this study we have calculated
within the first solvation shell. Furthermore, by comparing the radial distribution functions using both the OPLS and
the calculated values to experimental results obtained fromOPLS-CS potentials, witlcc(r) also evaluated for the HS
neutron diffractior’® we can begin to judge the quality of model. The calculated(r) are shown in Figure 5.
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Table 1. Parameters Used in OPLS-CS and OPLS a) ve
Benzene Models
parameter OPLS-CS OPLS 1.2 4
ReclA 1.40 1.40 10
RerlA 1.08 1.08
OIA 0.90 n/a =08
Occcl® 120.0 120.0 g
Ocenl 120.0 120.0 06 1
Qccn/o 90.0 n/a
Weeee!® 0.0 0.0 241 ——OPLS
——OPLSCS
Weoeh/® 180.0 180.0 02| Hurtor & Sanderss
chccnlo 90.0/—90.0 n/a - - - - Experimental®®
gcle 0.1435 —0.115 00 T T T 1
gule 0.1435 0.115 30 4.0 50 60 7o
g.le —0.1435 n/a b
oclA 3.69 3.55 )
owlA 2.52 2.42 H
eclkcalmol™® 0.07 0.07 19
en/kcalmol 1 0.03 0.03
1.0
Table 2. Thermodynamic Properties of Liquid Benzene 08
OPLS OPLS-CS experiment> H
quadrupole/eag? 0.00 —6.7 —6.7%3 °
dipole/eag 0.00 0.00 0.00 04
density/g cm~3 0.865 0.872 0.874
AHyap/kcalmol =2 7.89 7.58 8.09 024 —OPLS
Cp/ks 15.0 15.9 155 —OPLS-CS
molecular volume/A3 149.8 148.7 148.4 o 20 40 50 A 70
[}
1 ——0OPLS C)
——OPLS-CS 14 4
204 b= . Experimental™
12 4
s 15 4 10 4
i
10 4 E 08
% 06
a5
04
0'03 0 40 50 02 1 —OPLS
riA —OQPLS-CS
00 : r r r "
Figure 4. gcmewm(r) for liquid benzene. 2.0 3.0 4.0 50 8.0 70
1A

Of these radial distribution functions, the most useful in Figure 5. Radial distribution functions for liquid benzene: (a)
terms of elucidating structural informationdsc(r). The HS gcc(D (b) gen(n, and (c) gun(n).
model performs poorly in reproducing the experimegtat
(r), the first peak is found at too small a distance, and the these two simulations. For each molecule within the system,
height of the peaks is far larger than that observed experi-we have extracted the coordinates of every molecule that
mentally. The model seems to be predicting an excessivelylies within the first solvation shell, defined by analysis of
solidlike structure. Although the OPLS potential provides a gevem(r) @s having an intermolecular centroid distance less
reasonable reproduction of the experimental data, the firstthan 7.7 A, and then for each pair of molecules calculated
peak in the experimentajcc(r) is not well reproduced, the angle between the vectors normal to the planes of the
instead being merged into the second peak. With the OPLS-two rings (Figure 6). The resulting orientational distributions
CS model, however, we see a better reproduction of this first can be seen in Figure 7.
peak within the experimentalc(r). It follows that this While the OPLS simulation gives a sinusoidal distribution,
difference in thegc(r) values must be related to a structural indicating that there is an isotropic arrangement of molecules
difference within the liquid. To investigate this difference, and hence no preference for either of the two energetic
we have performed a geometrical analysis on the results ofminima, the OPLS-CS distribution deviates significantly from
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Figure 6. Calculation of 8, the angle between the normals
to two benzene molecules. 0 20 4 60 8 100 120 140 180 180
Ofdeg
the sinusoidal shape, revealing a preference for the orthogonal'p) +,_
arrangement over the parallel arrangement, in effect the ]
OPLS-CS model predicts a much more solidlike structure 104
than does the OPLS (Figure 7). This idea, that the orthogonal
arrangement is preferred, can also be seen in the first 3
solvation shell of a molecule taken from the simulation § ]
(Figure 8). § 6
It is informative to consider both the radial and orienta- 5
tional distributions as sources of structural information, and s
the process can be refined further via the consideration of ]
angular distribution functions (Figure 9), which consider 24
simultaneously both the radial and orientational dependence
of the molecular structure. 0
The first peak ing(r,0) represents the first solvation shell
of the molecule, and it is clear to see that in the OPLS ¢) Bdeg
simulations, there is a small preference for a perpendicular 1

arrangement of the molecules. This result is in good
agreement with angular distribution functions calculated from 24
previous simulations using atom-centered potentfe§>8.5°
In contrast,g(r,0) obtained from the OPLS-CS simulations 2
shows a clear preference for the perpendicular arrangement
T T I_I

20 40 60 80 100 120 140 160 180

of molecules within the first solvation shell. %’ 15
Such a result has been predicted theoretically for quadru-
®

polar fluids. Streett and Tildesl& performed molecular

10-
dynamics simulations on an idealized diatomic liquid, both
with and without the inclusion of quadrupetguadrupole 5
interactions. When these interactions were omitted from their
0 S —
0 20 40 60 8

simulation, it was found that the molecules exhibited no
orientational preference. Once quadrupolar interactions were
switched on, however, the structure of the liquid showed a (/deg

clear preference for a T-shaped orientation of the mOIeQUIes'Figure 7. Angular distributions of benzene molecules within
In the case of benzene, conventional all atom for_ce fields the first solvation shell of benzene, obtained from (a) the OPLS
do not account for the quadrupole moment that arises from 5 g (b) OPLS-CS simulations as well as (c) solid benzene.?
the electron clouds above and below the plane of the ring. ge corresponds to a parallel structure and 90° to a perpen-
By incorporating the charge separation model we have gjcular structure.

reproduced this quadrupole moment within the benzene

molecule, and the theoretically predicted behavior has been f the struct ¢ solid b d hexafl b
recovered. Such a result has also been seen in the case o € structures of solid benzene and hexalluorobenzene,

liquid bromine, where Monte Carlo simulations including the quadrupole moment was the most important factor.

quadrupolar interactions were found to predict more ac- These results, when combined with the experimental data
curately experimental results than those without, and alsoavailable, support the view that the structure of liquid

favored a T-shaped arrangement of the molectlidaur- benzene is well ordered with an orthogonal arrangement of
thermore, Brown and Swintéhfound that in the prediction ~ benzene molecules existing wherever possible. The parallel

—
100 120 140 160 180
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Figure 8. First solvation shell of a single benzene molecule
(in red), taken from the OPLS-CS simulation.

Figure 9. Angular distribution functions: (a) OPLS and (b)
OPLS-CS.

J. Chem. Theory Comput., Vol. 2, No. 4, 2053

orthogonaP® and protein$? in which aromatie-aromatic
interactions are believed to be an important factor in the
determination of the structure a protein addits.

Although this study suggests that the effect of including
the quadrupole moment of the benzene molecule is signifi-
cant, we must be aware of the fact that OPLS-CS (like OPLS)
is an effective potential. While the basis of the OPLS model
is physical, for example using experimental geometries, the
simplicity of the model means that fitting to experimental
data is necessary if we are to achieve an accurate reproduc-
tion of experimental data, and the model becomes an
‘effective’ potential. The result of this is that the original
physical characteristics lose their precise meanings, and any
properties not explicitly accounted for are ‘mixed into’ the
model. In the case of the OPLS-CS model, one of the
physical properties that we originally considered was the
qguadrupole moment of benzene, and it follows that the
parametrization process will have resulted in the ‘mixing in’
of other properties into this term. Thus, although the only
physical addition we have made to the model is that of the
guadrupole moment, the effects that we are seeing may also
be arising from properties other than the quadrupole. This,
however, is a problem inherent to any effective potential and
the ability of the OPLS-CS potential to reproduce the
thermodynamic data gives us confidence that it is a reason-
able potential, but it is important to be aware of the possibility
that some of the effects that we observe may not be due
entirely to the inclusion of the quadrupole.

When considering potentials for simulation of a molecular
liquid, it is wise to be aware of the development of potential
functions for liquid water, by far the most intensively studied
of all molecular liquids. For 20 years from the early 1980s
simple three site models of water, such as TIPBRere
the methods of choice for molecular mechanics simulation.
In 2000 Mahoney and Jorgengérdemonstrated that a
physically intuitive 5 site model (with the extra sites located
at the O lone pair sites) offered a considerable improvement
in terms of the reproduction of both thermodynamic and
structural data. Water models have also increased signifi-
cantly in both sophistication and accuracy via the inclusion
of, for example, polarizabili§? or diffuse charges into the
potential. Over the same period the models of aromatic
groups available within the commonly used force fields has
remained at the level of an all atom potential. We would
acknowledge that there is still work to be done before the
available models of benzene reach the same level of
sophistication as those of water but view this work as a
necessary step toward that goal and a step that is readily
compatible with existing molecular mechanics methodolo-
gies.

displaced structure still features in the liquid phase but is Conclusions

less common than previously believed.

The charge separation model of Hunter and Safdes

These results are also in good agreement with a varietybeen reparametrized to model the liquid phase of benzene
of other condensed phase results, in which it has been foundby fitting to experimental thermodynamic data. This model

that aromatie-aromatic interactions tend to favor the T-

has then been applied to the study of the structure of liquid

shaped structure over the parallel displaced structure. Ex-benzene via Monte Carlo simulation and has been shown to
amples of such cases include solid benzene, in which 8 outoffer a better reproduction of experimental results than a
of the 12 nearest neighbors of any molecule are found to beconventional all atom force field. The charge separation
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model indicates that the structure within the first solvation

shell of liquid benzene is largely perpendicular, in agreement

Baker and Grant

(20) Tsuzuki, S.; Uchimaru, T.; Sugawara, K.; Mikami, M.
Chem. Phys2002 117, 11216.

with several experimental studies but in contrast to previous (21) Sinnokrot, M. O.; Valeev, E. F.; Sherrill, C. D. Am. Chem.

molecular mechanics based calculations.

So0c.2002 124 10887.

The agreement between the experimental and calculated (22) sinnokrot, M. O.; Sherrill, C. DJ. Phys. Chem. /2004

results, though improved, is still not perfect, and, if we have

108 10200.

learned from the case of water, models of increasing (23) Janda, K. C.; Hemminger, J. C.; Winn, J. S.: Novick, S. E.;

sophistication will be required before we can truly hope to
model the full range of aromatic interactions with complete
confidence. This work might be considered to be only a first

step toward that goal, but the development of a new force

field that demonstrates an improved ability to treat the

interactions of aromatic molecules bodes well for the study

of many important biological systems.
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Abstract: A theoretical quantum-mechanical study of trisilaallene, H,Si=Si=SiH,, and of 15
other SizH,4 isomers was carried out using ab initio and DFT methods with a variety of basis
sets. Values given below are at B3LYP/6-31G(d,p). Unlike H,C=C=CH, which is linear, H,-
Si=Si=SiH; is highly bent at the central silicon atom, with a SiSiSi bending angle of 69.4°. The
Si=Si bond length is 2.269 A, longer than a regular Si=Si double bond (2.179 A) but shorter
than a Si—Si single bond (2.351 A). The distance between the terminal silicon atoms is 2.583
A, significantly longer than a Si—Si single bond. The geometry and electronic properties of Hy-
Si=Si=SiH, are similar to those of the corresponding trisilacyclopropylidene, which is only 2.7
kcal/mol higher in energy. A barrier of only 0.1 kcal/mol separates trisilacyclopropylidene and
trisilaallene which can be described as bond-stretch isomers. Sixteen minima were located on
the SizH4 PES, most of them within a narrow energy range of ca. 10 kcal/mol. Six of the SizH4
isomers are analogous to the classic CsH4 minima structures; however, the other SizH4 isomers
do not have carbon analogues, and they are characterized by hydrogen-bridged structures.

Introduction R \e

PG
The chemistry of compounds containing multiple bonds to " =E/ ....... Ritnn, o= cuW\R
silicon developed rapidly since the isolation of the first stable R\R/ R TR
silene and disilene in 1981A variety of compounds with E =i, Ge, Sn, Pb
C=E and EE (E = Si, Ge, Sn, Pb) bonds were isolated Ia Ib

and characterized, and these developments were accompanied
by numerous theoretical studi#S hese studies revealed that

silicon compounds as well as other heavier group 14
analogues can form stable multiply bonded compounds
provided that the double bonds are protected by bulky
substituents. One of the most interesting conclusions which
developed from this new chemistry is the realization that

multiply bonded silicon compounds usually adopt structures trans-bent structure wh&AEy is larger than half of, ;...

thzt:erg! 'e:rgr d;ffg;fnltefrc;lgathgfe rc())f thelzng(l)o%?usbgg;t;%n A complementary explanation suggests that trans-bending
Species: xample, VIer group uoly . results from effectiver—o* mixing for the heavier group

com_pounds usually ha_lve a tr_ans-bent geometry as shown M 4 elementée It was also demonstrated that the degree of
1a, In contrast to o!eflns which are generally planaby . trans-bending is strongly dependent on the substituents, R.
For HZE.ZEHZ’ E: Si, Ge, Sn, and Pb the calculqted lf)endmg The experimental and theoretical knowledge on com-
angled is 36.T, 47.3, 51.0, and 53.8, respectively! pounds containing an extended skeleton of heavier group
14 multiple bonds, e.g.,<EE=C, E=C=E, or E=E=E is
* Corresponding author e-mail: chrapel@tx.technion.ac.il (Y.A.) quite limited> % The first such compounds,B=C=CR'R?,

and chrmiri@tx.technion.ac.il (M.K.). E = Si, Ge, R= 2,4,6-triisopropylphenyl, R=t-Bu, R? =

The origin of the trans-bent geometry of heavier group
14 doubly bonded compounds was discussed extensively by
us’® and by otherd.It was suggested that the degree of trans-
bending of RE=E'R’, is a function of the sum of the
singlet-triplet energy separatior=AEg) of its constituent
divalent species, & and R;E', and the double bond energy,
E,+.. According to this model, the double bond adopts a

10.1021/ct050154a CCC: $33.50 © 2006 American Chemical Society
Published on Web 05/19/2006
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phenyl Qa), were synthesized and characterized by X-ray
crystallography only recentlrevealing that the heavy atom
skeletons of2a are slightly bent (17332 for E = Si and
159.2¢¢ for E = Ge). An additional 1-germaallene with R
= Tht, Mes, CRR? = fluorenyl, was reported by Tokitoh
et al” A theoretical study has shown that 1- and 2-silaallenes,
2aand2b, E = Si, with R=H, CH;s, SiH;, R' = R> = R3

= H, all have a linear central skeleton and?ia E = Si the
terminal RSi and RC fragments are planar and perpen-
dicular to each other, similarly to allene. WithR F, the
central skeleton oPa is bent with a SiCC bond angle of
148.7. For E= Ge, R=H, CHjs, SiH3, R‘! = R?=R3=H,
both 2a and 2b are bent

R,E=—C——=CR'R?
2a

R3,C=——=E=——CR3,
2b

The isolation of the first heavier group 14 allenic
compound, tBusSi),Sr—=Sn=Sn(Sit-Bus), (3), was reported
by Wiberg in 19992 The X-ray structure of3 showed
significant bending at the central Sn atom with a SnSnSn
bond angle of 155%and an average St5n bond length of
2.683 Aa—which is shorter than other reported =S&n
double bond lengths (2.72.91°Y). However, the authors
argued thaB is not a real analogue of allene and that it is
better described by the doneacceptor resonance structures
shown in eq P2

" \n

SnR, RzSn

Sn

stn/

M

A recent spectacular achievement by Kira et al. is the
isolation and characterization by X-ray crystallography of
the first trisilaalleneta.°2The X-ray structure ofia showed
that the central SiSiSi skeleton is strongly bent with a bond
angle of 136.5. The Si=Si bond lengths of 2.177 A and
2.187 A are in the range of other knowr=Si double bond

J. Chem. Theory Comput., Vol. 2, No. 4, 2057

structure and the electronic properties of the pares8iH
Si=SiH; as well as of its relationship to other;8i, isomers.
This study reveals an unexpected complexHgipotential
energy surface, much more complex than that s Cwith
many interesting novel structures, including a bond-stretch
isomet= of trisilaallene.

Computational Methods
Calculations were performed using both ab iditiand
density functional theory (DFPtechniques, as implemented
in the Gaussian 98 series of prograth§he geometries of
all molecules were fully optimized, and vibrational frequen-
cies were computed at the same level of theory in order to
characterize the stationary points as minima (no imaginary
eigenvalues), transition states (one imaginary eigenvalue),
or saddle points of second order (two imaginary eigenvalues).
For the DFT calculations we have used mostly the hybrid
B3LYP density functionaf with the doubly polarized 6-31G-
(d,p) basis set. The ab initio calculations were performed
mostly at the MP2/6-31G(d,p)//MP2/6-31G(d;plevel of
theory. The geometries of trisilaallene and of several of its
isomers were also optimized at the correlated CCSD/6-
311+G(2df,p) and CAS(6,6)/6-31G(d,p) levels of thedty.
The discussion below is based mainly on the B3LYP/6-
31G(d,p)//B3LYP/6-31G(d,p) results (unless otherwise speci-
fied), and the values given in parentheses are at MP2/6-
31G(d, p)/IMP2/6-31G(d, p). The energies reported include
zero-point energy (ZPE) corrections at either the B3LYP or
MP2 level (unless otherwise specified). The calculated
geometries, total energies, and ZPEs of all calculated species
are given in the Supporting Information.

Results and Discussion

1. Trisilaallene. The linear D symmetry) trisilaallené

is not a minimum on the SH, potential energy surface
(PES). Ratherb is a second-order saddle point with two

lengths. Most recently, Kira has synthesized the analogousdegenerate imaginary frequencies. Full geometry optimiza-

trigermaallene,4b, and 1,3-digermasilaalleneic,*®® and
2-germadisilaalenetd,*’c and they are all strongly bent at
E' (EEE bond angle of 122% 125.7, and 132.4, respec-
tively).

Me;Sj

iMe;  Me3S

SiM93

p=—¢

Me;Si
SiMe;

4a, E=E'=Si

4b, E=E'=Ge
4c, E=Ge, E'=Si
4d, E=Si, E'=Ge

Me,Si )
SiMe;

tion of 5 leads to6 having an unusual highly bent structure
of Cs symmetry, which is a minimum on the $6iy PES.
The linearDyy structures lies 20.6 (22.7) kcal/mol abov@
Another minimum which has quite a similar geometry to
that of 6 is the C,, trisilacyclopropylidene7. Other SiH,4
isomers are discussed below.

H
-
'Sil=siz=si®

R

H//, 1,

5

a. Geometry. The optimized structures of trisilaalleite
as well as those of the hypothetical lindaand of cyclic7
calculated using several theoretical methods are given in
Table 1. The notations for the geometrical parameters are

Kira’s impressive achievements demonstrate that theseshown in Figure 1.
interesting compounds are experimentally accessible, and this The structure of trisilaallené is dramatically different
prompted us to try to understand their basic properties, theirfrom those of the carbon analogue;G+C=CH,, and from

bonding characteristics, and their relationship to other
isomers. In this study we report a detailed computational
guantum-mechanical study, using both traditional ab iHitio
and density functional (DFT) methodspf the molecular

1-silaallenes$. The most unusual geometrical feature of
trisilaallene is its very acute SiSiSi bond angle of only 8.1
70.£& (depending on the computation level). In contrast,
1-silaallene, HSi=C=CH, is lineaf and in 1,2-disilaallene,
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I

5, Dy

7,Ca

Figure 1. Geometry parameters of linear (5) and bent (6)
trisilaallene and of cyclic silylene 7. The notation of the
geometrical parameters in 6 apply also to 7.

H,Si=Si=CH,, the SiSiC bending angle is 140.83LYP/

Kosa et al.

b. Ring Opening of Trisilacyclopropylidene 7 to Trisi-
laallene 6. The geometry of trisilacyclopropylidené, is
quite similar to that of trisilaallen®é. The SiSiSi bending
angle of 55.8 in 7 is smaller than that i6 (of 69.4°), but
both are in the range of that of a trisilacyclopropyl ring {60
The St—Si® bond distance of 2.291 A ifis shorter than in
6 (2.583 A), and the $Si? and S#—S# bonds of 2.446 A
in 7 are longer than i (2.291 A), and they are also longer
than a regular SiSi single bond of 2.345 in a trisilacyclo-
propyl ring®

Trisilacyclosilylidene? is by only 2.7 kcal/mol (3.66 kcal/

6-31G(d,p)). The structural contrast between trisilaallene and mol without ZPE correction) higher in energy thé&nwhich
allene demonstrates that carbon chemistry is a poor guideis expected as their geometries are quite similar (Figure 1,

for predicting the geometry of low-coordination silicon
compounds$? The calculated bending angle éis much
smaller than the angle determined experimentally fata
(136.5), but it is similar too. of 74.2 calculated for Me-
Si=Si=SiMe,. 1

The two HSi fragments ir6 are essentially planak&( =
359.95 (359.85)), but the hydrogens adopt unusual orienta-
tions. Thus, the planes defined by thgSHatoms are not
mutually perpendicular, as in allene (or 5. Instead, the
HISISiFHY and HSI'SiPH? dihedral angles are’@Gnd 115.5,
respectively (Table 1, these angles ar¢ @ad —90° in
allene).

The distance between the central silicon aton?)(8hd
the two terminal silicon atoms (5iSP) is 2.269 A (2.246
A), by 0.090 A (0.078 A) longer than the=S8i double bond
in H.Si=SiH, of 2.179 A (2.168 A), but it is much shorter
than a typical St Si single bond, e.g., 2.351 A (2.338 A) in

Table 1). The transition state connectingnd6, TSs-7, lies
only 0.1 kcal/mol abové& and 2.8 kcal/mol abové (0.02
and 3.7 kcal/mol without ZPE correction respectively, 0.1
and 6.2 kcal/mol, respectively, at MP2/6-31G(d,p)//MP2/6-
31G(d,p)+ZPE). At CCSD/6-31+G(2df,p)//CCSD/6-311G-
(2df,p) the relative stability o6 and 7 is reversed with
trisilaallene6 lying by 2.5 kcal/mol abov& and the6 — 7
and7 — 6 barriers being of 3.0 and 5.5 kcal/mol, respec-
tively.’® The very small energy barriers calculated at several
theoretical levels imply that in practice silyliden@) @nd
trisilaallene 6), which are very close in energy, undergo rapid
rearrangement even at low temperatures, \githeing the
dominant molecule. The energy profile at three theoretical
levels for the ring opening of to 6 is shown in Figure 2.

A comparison of the ring opening afto 6 with that of
the all-carbon analogue, cyclopropylidene to allene is of
interest. The ring opening of to 6 follows a simple

HsSi—SiHs. This indicates that these bonds have only a disrotatory motion of the k&i groups. The ring opening of
partial S=Si double bond character. The distance between cyclopropylidene to allene also starts with a disrotatory

the terminal Siand St atoms is 2.583 A (2.583 A), 0.232
A longer than a typical SiSi single bond. However, this
distance is short enough to allow significant bonding

motion of the methylene groups, but additional geometry
changes are required to reach the final linear geometry of
allene?® The overall barrier for ring opening of cyclopro-

interaction between these atoms as demonstrated by theylidene to allene is also low, 4.8 kcal/mol, but in this case

existence of stable molecules with even longerSibonds,
e.g., 2.697A in €Bu)Si—Si(t-Bu)..l” The nature of the

bonding interactions between the terminal silicon atoms in

6 is further discussed below.

the reaction is highly exothermic, by 69.3 kcal/mol (B3LYP/
TZP/IB3LYP/TZP)?°

The similar geometries and electronic structures (see
below) of 6 and7 indicate that they can be regarded as one

Table 1. Calculated Bond Lengths (A) and Bond Angles (deg) of 5—7 and of TSe_; at Several Theoretical Levels2

level of theory species o n r n I 6P O(HSItSiBHY)e O(HSitSiBHZ)e
B3LYP/6-31G(d,p), 5 180.0 2.125 1.477 360.0 90.0 —90.0
MP2/6-31G(d,p), 180.0 2.127 1.467 360.0 90.0 —90.0
CCSD/6-311+G(2df,p) 180.0 2.126 1.472 360.0 90.0 —90.0
B3LYP/6-31G(d,p), 6 69.4 2.269 2.583 1.491 1.489 359.9 0.0 1155
B3LYP/6-311G(2d,p) 70.4 2.262 2.607 1.487 1.485 359.9 0.0 115.0
MP2/6-31G(d,p) 70.2 2.246 2.583 1.479 1.479 359.8 0.0 114.4
MP2/6-311G(2d,p) 71.2 2.260 2.631 1.478 1.478 359.9 0.0 113.9
CCSD/6-311+G(2df,p) 68.6 2.260 2.548 1.484 1.483 360.0 0.0 117.5
CAS(6,6)/6-31G(d,p) 67.1 2283 2523 1477 1476  359.8 0.0 119.7
B3LYP/6-31G(d,p) 7 55.8 2.446 2.291 1.486 351.8 0.0 146.3
MP2/6-31G(d,p) 56.0 2.424 2.277 1.475 352.1 0.0 147.3
CCSD/6-311+G(2df,p) 56.0 2.442 2.295 1.481 352.2 0.0 147.2
CAS(6,6)/6-31G(d,p) 57.0 2432 2322 1475 - 346.5 0.0 147.8
B3LYP/6-31G(d,p) TSe-7 56.5 2.431 2.301 1.487 1.486 350.7 0.0 143.8
MP2/6-31G(d,p) 56.8 2.405 2.290 1.476 1.474 350.8 0.0 144.1
CCSD/6-311+G(2df,p)“ 55.9 2.440 2.290 1.480 1.480 352.3 0.0 147.4

a Notation of the geometrical parameters and atom numbering is given in Figure 1. ? 30, = 6110,103. ¢ Dihedral angle.  Reference 19.
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E, kcal/mol TSg7

MP2/6-31G(d,p)

B3LYP/6-31G(d.p)

CCSD/6-311+G(2df,p)

-2.5

6 7

reaction coordinate

Figure 2. Reaction profile for ring opening of 7 to 6 (the
energies are without ZPE corrections).

of a few known examples of “bond-stretch” isomé&&ond-

J. Chem. Theory Comput., Vol. 2, No. 4, 2059

bonds. This is indeed the case thand7. However, unlike

in ideal “bond-stretch” isomers, the terminab$i groups
rotate and the HSIiSiH dihedral angle is changed upon
stretching the Si-Si® bond and converting to 6 (Figure 1,
Table 1).

c. Electronic Structure. To describe the electronic
structure and the chemical bonding in trisilaall@heve find
it convenient to compare it with those of the hypothetical
linear trisilaallene5 on one hand and with the cyclic
trisilacyclopropylidene7 on the other.

i. Frontier Molecular Orbitals of 5—7. The Frontier
Molecular Orbitals (FMOs) 06—7 calculated at the HF/6-
31G(d,p)//B3LYP/6-31G(d,p) level are shown in Figuré' 3.

The shapes of the FMOs of the hypothetical linear
trisilaallene5 are similar to those of allene. The HOMO and
LUMO are both degenerate (as in allene), and they have the

stretch isomerism is defined as the phenomenon wherebyclassic shape of ands* orbitals. The HOMO-1 o5, which
molecules of the same spin state, on the same potentialis 4.7 eV lower in energy than the HOMO, igretype orbital
energy surface, differ only in the length of one or several with a node at the central silicon atom, again, similar in

LUMO+1
3.2

; : é@

LUMO+1
1.4

B i,

0.4 LUMO

Energy
(eV)
LUMO LUMO
0.8 0.8
I HOMO HOMO
T -1.6 -1.6

HOMO-1
-12.3
‘i 1 2 3 H
"Sil=—8i2—si
nd
H
5

-~ é*;%
" HOMO-1 HOMO-2
-10.00 -10.03
Hi i1z S g =t St
é é HlllluSi_Si-l\'lH
H H H( ‘H
6 7

Figure 3. Frontier molecular orbitals (FMOs) of 5—7. Orbital energies (HF/6-31G(d,p)//B3LYP/6-31G(d,p)) are given in eV.
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110 100 90 80
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Figure 4. Walsh diagram (calculated at HF/6-31G(d,p)//B3LYP/6-31G(d,p)) for the 5 — 6 — 7 transformation. The SiSiSi angle
was fixed at the indicated values, while all other geometry parameters were optimized.

character to HOMO-1 of allene. The HOMO and the
HOMO-1 of 5 are however much higher in energy than those
of allene which are at10.1 eV and-16.9 eV, respectively
(at the same level of theory).

Upon bending ob to trisilaallenes the degenerate HOMO
orbitals split: the HOMO of6 has essentially the same
energy as the HOMO ob. However, the second orbital
(HOMO-2) drops strongly by 2.4 eV becoming almost
degenerate in energy with the HOMO-1 orbitalttype) at
—10.00 eV. The HOMO-2 06 is further stabilized to-11.6
eV upon ring closure t@. On the other hand, the energy of
the HOMO-10-orbital of 5 rises in energy by 2.3 eV upon
bending to6 and by an additional 1.3 eV upon ring closure
to 7. The LUMO of 6 is not degenerate (unlike iB) with
LUMO++1 lying 1.0 eV above the LUMO. The HOMO
LUMO gap in6is 8.1 eV (8.4 eV irb), much smaller than
in allene (15.0 eV).

The shapes of the FMOs @&fand of 7 are similar. The
HOMO of 6 (and of7) have a pronounced lone pair character

at the central silicon atom, and they have the same energy.

The shapes of the HOMO-1 and HOMO-2@&énd of7 are
also very similar, but iré these orbitals are almost degener-
ate, while in7 the HOMO-1 lies 2.9 eV above HOMO-2.
The LUMO of 6 and of7 are similar. In7 the LUMO is the
empty 3p orbital on $j while in 6 the LUMO is a mixture
of the 3p orbital of Si and o(Sit—S#).

A Walsh-type diagrat showing the transformation of the
degenerate HOM@-orbitals and the HOMO-#-orbital of
linear 5 upon bending td and to7 is shown in Figure 4.
Upon bending ofs to 7 through6, the degeneracy of the
HOMO orbital is lifted. The energy of one of the HOMO

between the molecule’s ends. The Walsh curves of the des-
cending HOMO-1 and ascending HOMO-2 cross at a SiSiSi
bond angle of 79 i.e., practically at the bond angle 6f
(69.4), where the HOMO-1 and HOMO-2 orbitals become
degenerate. An additional small bending of the SiSiSi angle to
58° (reaching7) causes a significant decrease in the energy
of the original (i.e. irb) w-orbital and a considerable increase
in the energy of the originat-orbital, resulting in a 2.9 eV
energy difference between the HOMO-1 and HOMO-Z.in

We note that the Walsh diagram in Figure 4 does not
explain quantitatively the significantly lower energy@énd
7 relative to5 since the sum of the FMOs energies ®f
(—27.5 eV) is almost identical to that 6f(—27.7 eV) and
7 (—28.0 eV).

In summary, the FMOs of bent trisilaalleréeare very
similar in shape but are significantly different in energy
compared to those of cyclic silylene However, both sets
of FMOs are very different from those of hypothetical linear
trisilaallene5 or of allene.

ii. Charge Distribution The atomic charges, bond orders,
and orbital occupancies were calculated at the MP2/6-31G-
(d,p)/IB3LYP/6-31G(d,p)) level using Natural Bond Orbital
(NBO) analysig®2 The main results are given in Table 2.

The charge on the central silicon atom 2fSthanges
gradually upon bending the Si’Si¥ bond angle, from a
negative charge of 0.23 electrons in the linear trisilaallene
5 to neutral in6 and to a positive charge af0.27 electrons
in trisilacyclopropyliden€’. So, St is nucleophilic in linear
5 and electrophilic in silyleng. The charge on 3iin 7 is
very similar to that in the disilylsilylene (#$i),Si: (8), in
line with its silylenic character. The positive charge on the

orbitals remains essentially unchanged along the bendingterminal silicon atoms Siand S? decreases gradually from
process. The energy of the second HOMO is lowered from +0.38 el. in5 to +0.32 el. in6 to +0.11 el. in7. The

—7.6 eV in5to —11.0 eV in7, reflecting the build-up of
the Si—Si® o-bond which is evident in the orbital shape.
On the other hand, the energy of the HOMOe10ofbital) is

hydrogens are negatively charged in all molecute8,13
el. in5 and7 and—0.16 el. in6.
d. The Nature of the Bonding in Trisilaallene 6. What

raised upon bending due to increased antibonding interactionds the nature of the bonding in trisilaallene and how is it
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Table 2. Calculated (MP2/6-31G(d,p)//B3LYP/6-31G(d,p))
Charge Distributions, Orbital Occupancies, and Bond
Orders in 5—7 and in (H3Si),Si (8)2

property 5 6 7 8

NPA charge Si2 —0.23 0.00 0.27 0.25
Sit, Sid 0.38 0.32 0.11 0.37
H —-0.13 -0.16 —-0.13 -0.16

Wiberg bond index  Sit—Si? 1.81 1.25 0.90 0.93
Si2—Si3 1.81 1.25 0.90 0.93
Sil—-Si3 0.58 0.98

NBO occupancy?  Si2—Si3 3.85¢ 189 192 1.93
Si2—Sit 3.85¢ 1.89 1.92 1.93
Sil—-Si? 1.47 1.94
Siz (LP1)d 1.87 196 1.94
Si2 (LP2)e 052 003 0.05

a Atom numbering is given in Figure 2. ? Occupancy in the indicated
natural bond orbital. ¢In the ¢ and x bonds. LP = lone pair;
occupancy in the (SiSiSi) plane. ¢ LP = lone pair; occupancy in the
p orbital perpendicular to the (SiSiSi) plane.

different from the classic familiar bonding in allene? In
particular, the strongly bent structure of trisilaallé&ises

the question if there is a chemical bond between its terminal
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trons and the formally empty 3p orbital on?Sihich is
manifested by charge transfer between this orbffakss
schematically shown i@b. In contrast, in7 this stabilizing
interaction cannot occur, because the empty 3p orbital is
strictly perpendicular to the 5iSi2 bond.

We conclude, based on the molecular geometry as well
as on the WBI and NPA analysis, that in trisilaallebia
partial bond exists between the terminal &d St atoms.
Although formally being an allene, trisilaalleBéas a very
different electronic structure from that of allene, including
a strong silylenic character at the central silicon atom.
Trisilaallene is yet an additional example of low-valent
silicon compounds, where traditional valence-bond Lewis
structures cannot describe properly the bonding situdtion.

2. Relative Energies of SH4 Isomers. The singlet

silicon atoms. To answer this question we used severalpotential energy surface (PES) is the lowest PES ¢fl.Si

criteria: The Wiberg Bond Index (WBPP the electron
occupancy of the $i-Si® orbital space, and an analysis of
the St—Si® orbital interactions. The calculated WBI of the
Sit—Si# bond in 6 is 0.58. This WBI value indicates
significant bonding, although weaker than in silyléhghere
the WBI is 0.98. For comparison, in cyclicsHi and in SjHe
the WBI of the Si~Si bond is 0.94 and 0.95, respectively
(MP2/6-31G(d,p)//B3LYP/6-31G(d,p)). According to NBO
analysis, 1.47 electrons occupy thé-S$i® bond space i
compared with 1.94 irY and 1.93 and 1.95 el. in trisilacy-
clopropane and Sils, respectively (MP2/6-31G(d,p)//B3LYP/

The triplets of6é and7 lie 22.4 and 6.3 kcal/mol above the
corresponding singlets, respectivély® The quintet state of
6, which involves unpairing of all fourr electrons of
trisilaallene, lies 53.7 kcal/mol above the singlet state. We
therefore discuss below only the singlettsi PES.

The SiH4 PES is much more complex than that ofHa.
As many as 16 minimum structures, i.e gt&iisomers, were
located on the SH, singlet PES, and their relative energies
(at B3LYP/6-31G(d,p)) are shown in Chart ZaFurther-
more, all these giH, isomers are within a relatively narrow
energy range of only-25 kcal/mol, and the energies of the

6-31G(d,p)). This analysis strongly supports the existence nine lowest energy isomers are clustered within a range of

of a fairly strong partial StSi bond between the terminal
silicon atoms of trisilaallen&

The WBI of the allenic Si-S#? (or SP—Si°) bonds of only
1.25 in6 as well as their calculated electron occupancy of
only 1.89 el. indicate a significant reduction in the double
bond character in6 compared to linears where the
occupancy of each of the 'SiSi? (Si*—S#?) bonds is 3.85
and the WBI of 1.81 is close to the classic value of 2. The
reduced bond order of the1SiSi? (SiP—Si) bonds in6 is
consistent with the fact that these bonds are longéi(t269
A) relative to those irb (2.125 A) or in HSi=SiH, (2.179
A). It is interesting to note how the eight valence electrons
connecting the three silicon atoms®ére distributed; 1.89
el. are assigned to each of thé-Sg” and S#—Si® bonds,
1.47 el. to the Si~Si® bond, 1.87 el. to the in-plane lone
pair at Sf, and 0.52 el. to the formally empty out-of-plane
orbital at Sf.

In conclusion, according to the calculated geometry

only 5 kcal/mol. It is interesting to contrast the complextii

PES with the PES of £1,3°2 where only 6 minima exist
and where the energy differences between the isomers are
much larger, reaching 68 kcal/mol (Chart 283The PESs

of C;SiH,%% SisHe, and SiRs*! are also simpler than that

of Si3H4.

The SgH, isomers include six structures which are
analogous to the six 48, isomers (Chart 1b). The global
minimum on the @H,; PES is allene with propyne and
cyclopropene lying 2.9 and 24.7 kcal/mol higher in energy,
respectively. The other minima are the three carbenes,
propenylidene, vinylmethylene, and cyclopropenylidene,
lying by 48.7, 62.2, and 67.9 kcal/mol above allene,
respectivel\’°2 The relative energies of the analogous silicon
isomers are very different. The globakiSi minimum is the
bent trisilaallene, with trisilacyclopropylideney, lying very
close in energy. As the energy barrier separa@ramnd7 is
very small (Figure 2)7 will collapse to6 even at very low

parameters and the above analysis of the electronic structuréemperatures. Trisilacycloproperid), lies only 2.7 kcal/mol

and charge distribution, the bonding énis best described
as consisting of two partial double bonds betweéna®m
and the Siand S# atoms and a partial bond between the
terminal silicon atoms, as shown schematically@a

NBO analysis reveals that i6 there is a substantial
stabilizing interactioff between the $i-Si® bonding elec-

above6. Silyldisilyne (12), the silicon analogue of propyne,
is only 1113 kcal/mol higher in energy than eith@or 7.

12 is trans-bent at the SiSi triple bond, as expected from
previous theoretic#l and consistent with recent experimen-
tal*? studies.11 and13, two other silylene-type species, are
by 4.6 and 8.9 kcal/mol higher in energy th@mespectively.
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Chart 1. Relative Energies (kcal/mol) of Singlet M3H,4
Isomers: (a) M = Si (at B3LYP/6-31G(d,p)//B3LYP/
6-31G(d,p)), All Structures Are Minima and (b) M = C (at
B3LYP/6-31G(d)//B3LYP/6-31G(d))3°2
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An unusual feature of the §i, PES is the existence of
several hydrogen-bridged $5i, isomers (structures—g in
Chart 1a). This contrasts thel, or the GSiH, PESs where
hydrogen-bridged minima structures were not located. For
examplegis a minimum on the $iH, PES, but the analogous
C3H, structure is a transition state that connects the carbon

analogues of0and11.2°2The existence of hydrogen-bridged

structures for heavier group 14 elements has been noted in
other systems and was attributed to the larger size and higher

polarizability of these atoms compared to those of cafbon.
Interestingly, there are two hydrogen bridged structupes,
(having two bridging hydrogens) am(having one bridging
hydrogen), which are very close in energy to the classic
trisilacyclopropenel(0). Another interesting hydrogen bridged
structure id, which can be thought of as originating from a
linear trisilaallene and in which a hydrogen bridges each of
the two allenic double bonds.

Conclusions
Trisilaallene, the silicon analogue of allene has an unusual
geometry, electronic structure, and bonding. It is strongly
bent at the central silicon atom with a SiSiSi bond angle of
only 69.4 (B3LYP/6-31G(d,p)) and has planar termingtH
Si groups which adopt an unusual mutual orientation. A
partial bond exists between the terminal silicon atoms and
the two formalz-bonds have only partial occupancy. The
formal trisilaallene is close in its geometry and energy to
trisilacyclopropylidene, and these two molecules which are
connected by a very low barrier can be regarded as bond-
strech isomerg}

The singlet PES surface of thez8j isomers is very
complex and includes at least 16 isomers, many having

Kosa et al.

nonclassical hydrogen-bridged structures. These isomers lie
in a narrow energy range of less than 25 kcal/mol (11 isomers
are in the range of 11 kcal/mol) suggesting the possible
existence of a very complex mixture of isomers even at
moderate temperatures. Many interesting questions are open
for future studies, such as the effect of substituents on the
structure and energetics of;Bi isomers. For example, in a
recent papéf we have demonstrated computationally that
boryl-substituted trisilaallenes (and trigermaallenes) have
linear classical allenic-type structures. We are continuing our
studies of this intriguing group of compounds.
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Abstract: We have carried out a theoretical investigation of the methylalkalimetal monomers
CHsM and tetramers (CH3M)4 with M = Li, Na, K, and Rb and, for comparison, the methyl halides
CHsX with X = F, ClI, Br, and |, using density functional theory (DFT) at BP86/TZ2P. Our purpose
is to determine how the structure and thermochemistry (e.g., C—M bond lengths and strengths,
oligomerization energies) of organoalkalimetal compounds depend on the metal atom and to
understand the emerging trends in terms of quantitative Kohn—Sham molecular orbital (KS-
MO) theory. The C—M bond becomes longer and weaker, both in the monomers and tetramers,
if one descends the periodic table from Li to Rb. Quantitative bonding analysis shows that this
trend is not only determined by decreasing electrostatic attraction but also, even to a larger
extent, by the weakening in orbital interactions. The latter become less stabilizing along Li—Rb
because the bond overlap between the singly occupied molecular orbitals (SOMOSs) of CH3*
and M- radicals decreases as the metal ns atomic orbital (AO) becomes larger and more diffuse.
Thus, the C—M bond behaves as a typical electron-pair bond between the methyl radical and
alkalimetal atom, and, in that respect, it is covalent. It is also shown that such an electron-pair
bond can still be highly polar, in agreement with the large dipole moment. Interestingly, the
C—M bond becomes less polar in the methylalkalimetal tetramers because metal—metal
interactions stabilize the alkalimetal orbitals and, in that way, make the alkalimetal effectively
less electropositive.

1. Introduction information about structure, stability, and bonding of this
Organoalkalimetal compounds, in particular organolithium class of systems. Recently, Grotjahn and co-wofRets
reagents, are widely used in synthetic organic and organo-published the first highly accurate gas-phase experimental
metallic chemistry-. Their methyl derivatives constitute the  structures for monomeric methyllithium, -sodium, and -po-
simplest organometallic compounds and contain the arche-tassium. These species ha®g symmetry and consist of a
type carbor-metal bond. Numerous theoreti€d and  pyramidal methyl group bound to the metal atom (Chart 1,
experiment&® studies have been undertaken to obtain |eft). The G-M bond distance increases along this series,
as one might expect, from 1.961 to 2.299 to 2.633 A (Table

* Corresponding author fax:+31 - 20 - 59 87 629; e-mail: 1).
FM.Bickelhaupt@few.vu.nl (F.M.B.) and fax:34 - 972 -

41 83 56; e-mail: miquel.sola@udg.es (M.S.). In the condensed phase, organoalkalimetal systems tend
t Scheikundig Laboratorium der Vrije Universiteit. to oligomerize. Weiss and co-workéts! have determined
¥ Universitat de Girona. the crystal structure of deuterated methyllithium, -sodium,
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Chart 1 absolute bond-polarity indicato?<Different atomic-charge
M schemes yield different absolute values for one and the same
_ _cH, Q\ atom in exactly the same chemical environment. For
3 =M

example, while the AIM atomic charge &f0.9 au for Li in

M

\ H/C\‘H methyllithium suggests a nearly complete transfer of one
— H
\CH3

nC _ electron, GAPT, Hirshfeld, and VDD sketch a far more
HH/ Sy M - moderate picture with lithium atomic charges of ort.4,
M<\ +0.5, and+0.4 au, respectivel§t>° This undermines the

M main argument in support of an ionic—Ci bonding
mechanism.

In the present study, we have undertaken a detailed
investigation of methylalkalimetal monomers @W and
tetramers (CkM)4, with M = Li, Na, K, and Rb, using the
generalized gradient approximation (GGA) of density func-
tional theory (DFT) at the BP86/TZ2P lev€lWe aim at
three objectives. First, we wish to obtain a set of consistent
structural and thermochemical data for methylalkalimetal
monomers and tetramers (geometriesNCbond strengths,
tetramerization energies); all obtained at the same level of
theory. This complements the available experimental and
theoretical data, which are scarce for the monomers and
missing for the oligomers of the heavier methylalkalimetal
systems (beyond lithium), and it enables a systematic analysis
of trends.

Second, our main purpose is to better understand the
physics and the nature of the carbaikalimetal bond based
on quantitative molecular orbital (MO) theory as contained
in Kohn—Sham density functional theot{In particular, we
H wish to obtain a bondinghnechanismthat is, an understand-
ing of how the MO electronic structures of the methyl radical
and metal atom interfere, how this provides K bonding,
and how this makes the bond polar. Through a quantitative

character of this bond, based on atomic charges computed?©nd €nergy decomposition, we assess the importance of

with the integrated projected populations (IPP) scheme. This electrostatic attraction and orbital interactions for providing
approach yields an atomic charge of Li in methyllithium of tEe C__M Ibond, z_;md we revegl thglr role in deterrn_mmg trre]znds
+0.8 au. Also other studies have been in support of a lithium t€rein along Li, Na, K, and Rb.Here, we anticipate that
atomic charge close t61 au, for example, natural population 2l ©—M bonds have a strong intrinsic preference for
analysis (NPA¥S and atoms in molecules (AIM}! which homolytic over ionic dissociation. Interestingly, the weaken-
yield charges close te-0.9 au. In addition, Streitwieser, "9 Of the C-M bond that we find along M= Li, Na, K,
Bushby, and Steel have shown that a simple electrostaticand Rb is largely determined by the decre_asmg bond overlap
model is able to reproduce the ratio of carb@arbon and betwesn tdh(; ShOMOS of the '@_IHIM radlca!s.bThgst; the
lithium—lithium distances in the methyllithium tetrané¢, ~ C—M bond behaves as a typical electron-pair bond between

These results have led to the current idea that thei®ond the methyl radical and alkalimetal atom, and, in that respect,
is 80—-90% ionic it is covalent. We also show that such an electron-pair bond

fcan still be highly polar, in agreement with the large dipole
moment. Virtually covalent €M electron-pair bonding

and -potassium oligomers. Descending the periodic table, the
C—M bond again elongates, but it is systematically longer,
by up to ca. 0.4 A, than in the corresponding monomers
(Table 1). The crystal structure of methyllithium is composed
of tetramers withily symmetry in which a central, tetrahedral
lithium cluster is surrounded by four pyramidal methyl
groups, one on each face of the metal tetrahedron, in a
staggered orientation with respect to the adjacengtoup
(Chart 1, center). The methylsodium crystal has a somewhat
more involved structure with a (GDa)es unit cell that,
however, still consists 50% of tetramers similar to those of
methyllithium but slightly distorted. The methylpotassium
crystal, on the other hand, has a (88D unit cell in which
pyramidal methyl groups are located within a trigonal prism
of potassium atoms and point with the vacant site of tiie sp
carbon atom toward one of th& faces (Chart 1, right).
Many studies have been directed toward unraveling the
nature of the bonding in organoalkalimetal oligomers. The
current picturé* of the carbor-lithium bond is that of an
ionic bond which can best be understood in terms of 3 C
anion and an Li cation interacting predominantly electro-
statically with only marginal covalent character. Streitwieser
and co-workerswere the first to emphasize the highly polar

There are also data supporting a more prominent role o
covalency in the €Li bond. Early pioneering studies by ) .
the groups of Schleyer and Pofil,ipscomb? and Ahlrichdd occurs if the _metal forms cluster_s, in our ca§e, tetramers.
have highlighted these covalent aspects, especially in orga- ' 1ird, we discuss various descriptors (atomic charge, wave
nolithium aggregates. This view is experimentally supported fUnction, energy decomposition) of covalency and ionicity,
by the large carboslithium NMR coupling constants of up how these concepts and their desc;npt_ors can .be interpreted,
to 17 Hz that have been measured for organolithium and to what exFent they really provide information about the
aggregaté&d and by the solubility of simple organolithium mechanisnof h|ghly polar (or less _polar or nonpolar) _borjds.
compounds in nonpolar solverfs. Also, Streitwiesers - urthermore, we discuss homolytic (¢H- M) versus ionic
aforementioned ideal distance ratio is not found for (ljH) (CHs™ + M) dissociation, and we compare carbanetal
(LIOH)s, and (LiF), and for the two latter, a simple With carbor-halogen bonds.
electrostatic model erroneously predicts a planar eight-
membered ring to be more stable than a tetrahedral striftture. 2. Theoretical Methods
Moreover, it has been pointed out that atomic charges are2.1. General Procedure All calculations were performed
no absolute quantities and can, therefore, not serve asusing the Amsterdam Density Functional (ADF) progrém.
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Table 1. Structures (in A, deg) of Methyl Alkalimetal Monomers and Tetramersk

system method C—M C—H OHCH M—M c-C ref
CHaLi BP86/TZ2P 2.010 1.105 106.48 this work
exp: mm-wave, gas phase? 1.961(5) 1.122(5) 107.2(1) 6a
exp: mm-wave, gas phase® 1.959 1.111 106.2 6C
exp: IR, argon matrix 2.10 1.12 107.3—109.5¢ 6d
HF/6-31G* 2.0013 1.0934 106.2 4f
MP2/6-31+G* 2.005 1.099 107.3 5
MP2/6-311G* 1.983 1.098 106.2 3e
MP2/6-31++G** 2.004 d d 3a
MP2/TZ+spd 1.984 1.092 106.4 4e
MP2/6-311+G(3df,2pd) 1.971 1.094 106.27 4c
CASSCF(10/13)/cc-pVTZ 1.998 1.111 105.7 3h
CCSD(T)/6-311+G(3df,2pd) 1.969 1.099 106.01 4c
CCSD(T)/cc-pV(5,Q)Z 1.9799 1.0987 105.88 4b
CCSD(T)/MT(ae) 1.9619 1.0960 105.86 4b
B3LYP/6-31+G* 1.986 d 106.4 4a
(CHjsLi)4 ecl BP86/TZ2P 2.199 1.111 102.23 2.418 3.579 this work
MP2/6-31+G* 2.188 1.107 102.9 2.363 3.582 5
HF/3-21G 2.236 1.102 103.9 2.420 3.657 3e
B3LYP/6-31+G* 2.195 d 102.3 2.400 3.579 4a
(CHsLi)s stag  BP86/TZ2P 2.213 1.110 103.02 2.408 3.614 this work
exp: neutron diffraction, 1.5 K¢ 2.256(6) 1.072(2) 108.2(2) 2.591(9) 3.621(6) 7a
exp: neutron diffraction, 290 K¢ 2.209(14) 0.993(7) 110.7(6) 2.605(19) 3.511(10) 7a
exp: X-ray, powder crystal, 290 K 2.31(5) 0.96(5) 111(8) 2.68(5) 3.68(5) Te
HF/3-21G 2.240 d d 2.415 3.668 3e
CHsNa BP86/TZ2P 2.376 1.098 109.84 this work
exp: mm-wave, gas phase® 2.299 1.0911 107.3 6C
HF/6-31G* 2.3236 1.0910 107.2 4f
MP2/6-31++G** 2.342 d d 3a
MP2/TZ+spd 2.315 1.089 108.5 4e
MP2/6-311+G(3df,2pd) 2.306 1.091 108.43 4c
CCSD(T)/6-311+G(3df,2pd) 2.310 1.095 110.73 4c
(CH3Na)s ecl  BP86/TZ2P 2.684 1.110 102.20 3.070 4.315 this work
(CH3Na), stag BP86/TZ2P 2.675 1.109 103.09 3.059 4.300 this work
exp: neutron+synchrotron 2.57-2.68 1.0941 106.2" 297-3.17 d 7b,c
diffr., 1.5 K9
CH3K BP86/TZ2P 2.747 1.100 109.14 this work
exp: mm-wave, gas phase? 2.633(5) 1.135(5) 107.0(1) 6a
HF/DZP+ 2.754 1.094 106.2 3b
MP2/DZP+ 2.743 1.097 107.7 3b
MP2/[6-31++G*]! 2.694 d d 3a
MP2/DZ+spd 2.675 1.102 106.7 4e
CCSD(T)/(C,H)VTZ 2.661 1.097 106.6 3i
(CH3K)4 ecl BP86/TZ2P 3.000 1.112 101.47 3.724 4.658 this work
(CHzK)4 stag  BP86/TZ2P 2.962 1.111 102.39 3.714 4.575 this work
exp: neutron diffraction, 1.35 K/ 2.947(2), 3.017(4) 1.082(4), 1.103(2) 104.8(2), 105.8(2) 7d
CH3Rb BP86/TZ2P 2.821 1.096 109.63 this work
HF/DZP+ 2.906 1.095 106.2 3b
MP2/DZP+ 2.897 1.097 107.9 3b
MP2/[6-31++G*+]/ 2.855 d d 3a
(CH3Rb)s ecl  BP86/TZ2P 3.118 1.112 101.41 3.906 4.817 this work
(CH3Rb), stag BP86/TZ2P 3.068 1.110 102.35 3.893 4.707 this work

a Partial rs structure. ? ro structure. ¢ Estimated value range. ¢ Value not specified. € (CDsLi)4 staggered. f Estimated value from ref 4f. 9 Staggered
(CD3Na)s4 unit in more complex (CD3Na)ss unit cell. " Average of six similar values. ' Basis for K and Rb: 9VE-ECP MWB 6s6p2d/5s5p2d.
J Staggered [(CD3)Ks] unit in more complex (CDsK)s unit cell which contains no (CH3zK)4 units! Instead, each methyl group is located in the
center of a trigonal prism of six K atoms. C—K distances in this table correspond to close contacts, i.e., distances between C and the three K
atoms of the trigonal prism toward which the lone pair of the methyl group is oriented. ¥ See also Chart 1 and Figure S1.

The numerical integration was performed using the procedure4d and 4f on K, Rb; and 2p and 3d on'H.In addition, an
developed by Boerrigter, te Velde, and BaereH@5The extra set of p functions was added to the basis sets of Li
MOs were expanded in a large uncontracted set of Slater(2p), Na (3p), K (4p), and Rb (5p). The 1s core shell of
type orbitals (STOs) containing diffuse functions, which is carbon and lithium, the 1s 2s 2p core shells of sodium and
of triple-£ quality for all atoms and has been augmented with potassium, and the 1s 2s 3s 2p 3p 3d core shells of rubidium
two sets of polarization functions: 3d and 4f on C, Li, Na; were treated by the frozen-core (FC) approximatitymAn
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auxiliary set of s, p, d, f, and g STOs was used to fit the only in the bond energy analysis, the spin-polarization in
molecular density and to represent the Coulomb and exchangethe fragments is not accounted for). To facilitate a straight-
correlation potentials accurately in each SCF cytle. forward comparison, the results of the bond energy analysis
Energies and geometries were calculated using the gen-were scaled to match exactly the regular BP86 bond energies.
eralized gradient approximation (GGA) of DFT at the BP86  The orbital interaction energy can be decomposed into the
level. GGA proceeds from the local density approximation contributions from each irreducible representatioof the
(LDA) where exchange is described by Slateris potential interacting system (eq 3) using the extended transition state
and correlation is treated in the Vosko-Wilk-Nusair (VWN) (ETS) scheme developed by Ziegler and R&9K.
parametrizatioh which is augmented with nonlocal cor-
rections to exchange due to BeéKe and correlation due AE,; = Z AE 3
to PerdeW'™ added self-consistentiy? All open-shell
systems were treated with the spin-unrestricted formalism.

Bond enthalpies at 298.15 K and 1 atmhHxg were Voronoi deformation density (VDD) methéd and the

calculated from elgctromg bond energles_Eo_ and our . Hirshfeld scheme (see ref 15) for computing atomic charges,
frequency computations using standard statlstlcal—mechamcswhich are discussed in detail in ref 9

relationships for an ideal gas.
2.2. Bond Energy Decomposition.The overall bond
energyAE is made up of two major components (eq 1):

The electron density distribution is analyzed using the

3. Results and Discussion

3.1. Structures. Monomers.The structural results of our

+ AE,, (1) BP86/TZ2P computations are summarized in Table 1, Chart
1, and Figure S1 in the Supporting Information. The @

In this formula, the preparation energfpis the amount ~ Pond distance in theC;, symmetric methylalkalimetal

of energy required to deform the separate molecular frag- monomers CkM increases descending the periodic table
ments that are connected by the chemical bond from their from 2.010 (Li) to 2.376 (Na) to 2.747 (K) to 2.821 A (Rb).
equilibrium structure to the geometry that they acquire in The C-H bond distance does not change much and amounts
the overall molecular system. The interaction enend, to ca. 1.10 A throughout the series. The methyl group
corresponds to the actual energy change when the prepareJ{gowever becomes significantly less pyramidal if one goes
fragments are combined to form the overall molecule. It is from CHsLi with an HCH angle of 106 to the heavier
analyzed for our model systems in the framework of the congeners which all have HCH angles of $9.0°.
Kohn—Sham MO model using a Morokuma-type decom- ~ This agrees satisfactorily with previous theoretical
position of the bond into electrostatic interaction, exchange Work®*®e4ecetSand mm-wave experimenfidtwhich also
repulsion (or Pauli repulsion), and (attractive) orbital interac- Yield @ monotonic increase of the-®1 bond along CHlLi,

AE = AE,,

tions (eq 2)L013 CHzNa, CHK, and CHRb (note that no experimental data
are available for CkRb and that the MP2 study by Schleyer
AEj; = AVqgatt AEpaui T AE,; 2 and co-worker&is the only other theoretical study that treats

the whole series consistently at the same level of theory).
The termAVestat COrresponds to the classical electrostatic The experimental €M bond lengths are however systemati-
interaction between the unperturbed charge distributions of cally shorter, by 24%, than our BP86/TZ2P and other
the prepared (i.e. deformed) fragments and is usually theoretical values. A striking discrepancy between theory and
attractive. The Pauli repulsiofNEp,,; comprises the desta-  experiment is that all theoretical approaches, up to the CCSD-
bilizing interactions between occupied orbitals. It arises as (T) level** show that from Li to the heavier alkalimetals
the energy change associated with going from the superposithe methyl group in CeM becomes significantly less
tion of the unperturbed electron densities of two fragments, pyramidal, whereas the mm-wave experiments yield little
say CH" and M, i.e., pchyo) T pm(s), t0 the wave function  change in the HCH angle, which is always close to°107
WO = N A [Wehyw Pump)l that properly obeys the Pauli Tetramers. All methylalkalimetal tetramers (Ci¥) 4, have
principle through explicit antisymmetrizatioi (operator) Tq symmetry and consist of a tetrahedral cluster of alkalimetal
and renormalizationN constant) of the product of fragment atoms surrounded by four methyl groups, one on eagh M
wave functions? It comprises the four-electron destabilizing face, oriented with respect to the latter either eclipsed, for
interactions between occupied orbitals and is responsible forLi, or staggered, for Na, K, and Rb (see Figure S1).
any steric repulsion. The orbital interactiove,; in any MO Tetramerization, i.e., going from GMI to (CH3;M),4, causes
model, and therefore also in KokiSham theory, accounts the C—M bond to elongate substantially by 6-2.3 A,
for electron-pair bonding, charge transfer (i.e., denor whereas the €H bond distance increases only slightly by
acceptor interactions between occupied orbitals on one0.01 A (see Table 1). There is a remarkable increase in
fragment with unoccupied orbitals of the other, including pyramidalization of the methyl groups as follows from the
the HOMO-LUMO interactions), and polarization (empty- HCH angle, which decreases b¥ #r lithium and up to 8
occupied orbital mixing on one fragment due to the presencefor the heavier alkalimetals. The-0 bond distance in the
of another fragment). In case of open-shell fragments, the methylalkalimetal tetramers with the methyl groups eclipsed,
bond energy analysis yields, for technical reasons, interaction(CHsM), ecl, increases again monotonically from 2.199 (Li)
energies that differ consistently in the order of a kcal/mol to 2.684 (Na) to 3.000 (K) to 3.118 A (Rb), as does the
(too much stabilizing) from the exact BP86 result (because, M—M bond distance in the central metal cluster. However,
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Table 2. Homolytic and Heterolytic C—M Bond Strength (in kcal/mol) of Methyl Alkalimetal Monomers

bond energies?

bond enthalpies?

monomer method? AEhomo AEnetero NIMAG¢ AHhomo AHhetero ref

CHalLi BP86/TZ2P —44.8 —-174.3 0 —44.0 —-172.4 this work
BP86/TZ2P//MP2/6-31+G* —45.5 —174.2 0e 5
MP2/TZ+spd —46.1 0 4e
MP4(SDTQ)/6-311+G** —44.18 of 3e
scaled CPF/C —46.4 +1.2 49
B3LYP/6-311++G(2d,2p)/IMP2//6-31++G** —43.79 3a

CHsNa BP86/TZ2P -31.0 —155.8 0 -30.3 —-154.0 this work
MP2/TZ+spd —-31.6 0 4e
B3LYP/6-311++G(2d,2p)//IMP2//6-31++G** —29.49 3a

CHsK BP86/TZ2P —26.6 —-131.0 0 —26.2 —-129.5 this work
MP2/DZ+spd —26.1 0 4e
B3LYP/basis C//MP2//basis B" —26.09 3a

CHsRb BP86/TZ2P —25.0 —124.6 0 —24.6 —-123.1 this work
B3LYP/basis C//MP2//basis B" —23.49 3a

a Energy and structure obtained at the same level of theory (unless stated otherwise). © Zero K electronic energies (unless stated otherwise).
¢ Number of imaginary frequencies. ¢298.15 K enthalpies. € Vibrational analysis at HF/6-31+G*. f Vibrational analysis at MP2/6-311G*. 9 Zero
K electronic energy + AZPE correction at HF (with 6-314+G* for C, H, Li, Na, and 9VE-ECP MWB 6s6p2d/5s5p2d for K, Rb). " Basis B: 6-31++G**
for C, H; 9VE-ECP MWB 6s6p2d/5s5p2d for K, Rb. Basis C: 6-311++G(2d,2p) for C, H; 9VE-ECP MWB 6s6p2d/5s5p2d for K, Rb.

at variance with the monomers, not only the-& bond
distance of 1.11 A but also the extent of pyramidalization
of the methyl groups is practically constant wittHCH =

ca. 102. These trends are similar for the methylalkalimetal
tetramers with the methyl groups staggered, {{IH stag,

in which the C-M bond is slightly longer for Li (by 0.01
A) and somewnhat shorter for Na&rb (by 0.01-0.05 A) than

in the corresponding (C4¥)4 ecl. The C-H bonds are only
marginally shorter (by 0.0620.002 A), and the methyl
groups are only slightly less pyramiddllHCH increases
by less than 9) in (CH3M),4 stag compared to (GiW),4 ecl.

emerging from crystal structures, which are available for
Li—K (Table 1). No experimental data are available for
methylrubidium aggregates. Our—Ci bond distance of
2.213 A for (CHLI)4 stag is between the 1.5 and 290 K
neutron diffraction values of 2.256(6) and 2.204(14) A found
in the tetramers that constitute the methyllithium crystal. Our
C—Na distance of 2.675 A for (Ci\a), stag is also between
the range of 2.572.68 A found for the slightly distorted
tetramer units in the more complex (eNDa)e unit cell of

the methylsodium crystal using neutron and synchrotron
diffraction techniques at 1.5 K.And, finally, also our G-K

There is, to the best of our knowledge, no other theoretical distance of 2.962 A for (CkK). stag is nicely between the

work on methylalkalimetal tetramers except for tetrameth-
yllithium. This prevents a comparison of structural trends
found by us with other computations. However, our BP86/
TZ2P geometries for (CHli) , ecl are in excellent agreement
with MP2/6-3H-G*5 and B3LYP/6-3%#G*42 geometries
(Table 1). The CG-Li bond, for example, is 2.199, 2.188,
and 2.195 A at BP86, MP2, and B3LYP, respectively. Crystal
structures of methyllithium, -sodium, and -potassium always
yield the staggered conformation of the methyl groups with
respect to the Mface to which they are coordinated, whereas
we find the eclipsed orientation (GM)4 ecl to be the lower-
energy structure for M= Li (vide infra). The preference for
(CHgaLi) 4 ecl over (CHLI)4 stag that we find is confirmed
by other theoretical studigs'(at HF/3-21G and B3LYP/
6-31+G*), as is the elongation of the-€L.i bond going from

eclipsed to staggered (see HF/3-21G in Table 1). This is

further evidence for intermolecular interactions and crystal
packing effects being responsible for the experimentally
observed staggered conformation ({CHl, stag in methyl-
lithium crystals’®¢ The importance of crystal environment

1.35 K neutron diffraction values of 2.947 and 3.017 A found
for the CD)Kj3 entities in the (CBK)e unit cell of the
methylpotassium crystal.

3.2. Thermochemistry. Monomers.The thermochemical
results of our BP86/TZ2P calculations are collected in Tables
2 (monomers) and 3 (tetramers). Homolytic dissociation of
the C-M bond in methylalkalimetal monomers (eq 4) is
strongly favored over heterolytic or ionic dissociation (eq
5) for all methylalkalimetal monomers with heterolytic bond
dissociation enthalpies (BDE —AH in Table 2) being up
to 5 times higher than the homolytic ones. This is because
of the charge separation in the latter (eq 5), which is
energetically highly unfavorable in the gas phase (vide infra).

CH,M — CH;" + M (4)

(%)

Note that the &M bond strength in methylalkalimetal
monomers decreases if one descends group 1 in the periodic
table. The bond enthalpies for both homolytitHnomo =

CH,M — CH; +M*

and packing effects is also suggested by the increasing extent-44.0, —30.3, —26.2 and—24.6 kcal/mol) and heterolytic

to which the methylalkalimetal aggregates in the crystal

deviate from the tetrahedral tetramer structure along Li, Na,

dissociation AHpetero = —172.4, —154.0, —129.5, and
—123.1 kcal/mol) become less bonding along=\Li, Na,

and K, as pointed out in the Introduction (see also Chart K, and Rb (Table 2). This finding is remarkable because it

1).” The trend of increasing €M bond distances that we
find along M = Li—Rb agrees again well with the trend

is not in line with the current idea of an “ionic” carben
alkalimetal bond. We will come back to this in section 3.3.
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Table 3. Tetramerization Energies and Enthalpies (in kcal/mol) of Methyl Alkalimetal Monomers

tetramerization energies® NIMAG¢ tetramerization enthalpies?

monomer method? AFEiera €CI€ AEiewa Stag’ ecle stag’ AHietra €CIE AHiera stag’ ref
CHali BP86/TZ2P —125.3 —120.8 0 4 —-120.3 —118.7 this work

MP4(SDQ)/6-31+G*9 —~131.59 09 5

ab initio estimate” —122.9" —116.07 o 3e
CHsNa BP86/TZ2P —73.5 —73.6 i i —-73.1 —73.5 this work
CH3K BP86/TZ2P —-82.1 —85.2 4 0 —81.4 —82.5 this work
CHsRb BP86/TZ2P —80.4 —85.2 i i —79.8 —87.1 this work

a Energy and structure obtained at the same level of theory, unless stated otherwise. ? Zero K electronic energies, unless stated otherwise.
¢ Number of imaginary frequencies. 4 298.15 K enthalpies. € Tetramer with methyl C—H bonds and metal atoms eclipsed. f Tetramer with methyl
C—H bonds and metal atoms staggered. 9 Single-point calculation using MP2/6-31+G* geometry, with HF/6-31+G* ZPE correction. " Energies
computed at HF/3-21G geometry. Difference between MP2/6-31G and HF/6-31G added to the HF/6-31G+6d(C) energy, with MNDO ZPE
correction. ' Numerical instabilities prevent accurate determination of NIMAG with ADF. Thermal energies and, thus, enthalpies are less sensitive.

d Table 4. Analysis of the Carbon—Metal Bond between

There are no experimental data to which our bon : :
in Methylalkalimetal Monomers?

enthalpies can be compared. However, the agreement withCHs’ and M

other theoretical studies is excellent (Table 2). These studies CHs—Li CHs—Na CHs—K  CHs—Rb
do not report bond enthalpies but zero K bond energies, and Bond Energy Decomposition (in kcal/mol)
they do not cover heterolytic dissociation (eq 5). The trend AEa —62.1 —41.7 —-37.9 —415
of the decreasing homolytic-€M bond energyAEnomo iS AEg; -1.0 -0.5 —-0.5 -0.7
confirmed both at MP2 (computed for+tK)“¢and UB3LYP AEy —63.1 —42.2 —384 —42.2
(computed for Li-Rb) 32 and deviations with respect to our ~ AEpaui 38.4 27.8 23.4 30.7
values are 1 kcal/mol or led%For the homolytic G-Li bond AVeisiat —303 —233 —19.0 —204
energy, there is also an MP4(SDTQ)/6-31G** value AEin —55.0 —377 —34.0 —319
(—44.18 kcal/mol) that differs only 0.6 kcal/mol from our ~ AEwrep . 6.7 74 6.9
BP86/TZ2P result{44.8 kcal/mol). Ao —448  -3l0 -266 250
Tetramers. Tetramerization is considerably more exo- Fragment Orbital Overlaps
thermic for methyllithium than for the heavier methylalka- ~ <1a | ns>" 0.32 0.27 0.24 0.23
limetals (see Table 3, Chart 1, and Figure S1). The <2ailns>® 031 0.28 021 0.19
tetramerization enthalpy of GM is —120.3,—73.5,—82.5, <ler| np.>* 0.22 . 0.14 0.14
and —87.1 kcal/mol along M= Li, Na, K, and Rb. The Fragment Orbital Interaction Matrix Elements (in kcal/mol)
equilibrium structure of tetramethyllithium has the methyl =221 Ans=be  —42.2 -1 —283 ¢
groups oriented eclipsed with respect to theface to which Fragment Orbital Populations (in electrons)
they are coordinated. Enthalpically, the eclipsed structure CHs
(AHera = —120.3 kcal/mol) is however only slightly 1a 1.95 1.99 2.00 2.01
preferred over the staggered oneHiewa = —118.7 kcal/ 2a; 1.40 1.42 1.48 1.45
mol), i.e., by 1.6 kcal/mol. Going from Li to Na, the 1e 1.96 1.96 1.97 1.96
staggered structure (GNa), stag AHwwa = —73.5 kcal/ M
mol) becomes slightly more stable than the eclipsed structure ¢ 0.50 0.56 0.46 0.49
(CH3N&)4 ecl (AHtetra = —-73.1 kcal/mol). Note, that the np.? 0.18 0.03 0.02 0.03
difference in tetramerizatioenergyAEais practically zero. np-? 0.03 0.01 0.01 0.01

In Other. words, the methyl groups have hardly any barri_er a At BP86/TZ2P. See section 2.2 for explanation of energy terms.
for rotation. Proceeding from Na via K to Rb, the enthalpic ?n=2, 3, 4 and 5 for M = Li, Na, K, and Rb, respectively. ¢ Computed

preference for the staggered structure increases from 0.4 tgvith the fully converged SCF density of CHsM. Cannot yet be
1.1 to 7.3 kcal/mol. computed for Rb, for technical reasons.

No experimental tetramerization enthalpies are available. 31+G*. The former stud$f also confirms the energetic
However, the fact that the methyl groups in crystal structures preference for the structure with eclipsed over that with
of methylalkalimetal compounds are found always (i.e., for staggered methyl groups (in the latter, this has not been
Li, Na, and K) staggered with respect to thg fdce to which investigated).
they are coordinated (Table 1) agrees well with our finding  3.3. Analysis of the C-M Bond in CH 3sM Monomers.
that for Li this orientation is disfavored only very slightly The analyses of the electronic structure and bonding mech-
(and can thus easily become the preferred structure throughanism in methylalkalimetal monomers ¥ reveal both
crystal packing effects) and favored for NRb. Other substantial covalent character for the-i1 bond (see Table
theoretical studies on methylalkalimetal tetramers are only 4 and Figures 4+3) and a high polarity (see also the section
available for lithium (Table 1j¢5Our tetramerization energy  on “Heterolytic Dissociation”, below). In the first place, for
AEera 0f —125.3 kcal/mol is between the ab initio estimate all four alkalimetals, the €M bond is characterized by
of —122.9 kcal/mol by Kaufmann et &.and the value of  substantial mixing between the methyd;2SOMO and the
—131.5 obtained by Bickelhaupt et aht MP4(SDQ)/6- alkalimetal rs AO in the 23 + ns electron-pair bonding
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Figure 1. Schematic representation of the valence orbitals
of CHsz*and M* (n= 2, 3, 4, and 5 for M = Li, Na, K, and Rb).
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Figure 2. Energies (in eV) of the SOMOs of CHsz* (in the
geometry it adapts in CHgsLi), alkalimetal atoms M, and
halogen atoms X* at BP86/TZ2P.

CHy  CHzM

Figure 3. Orbital interaction diagram for CHsM with Gross
Mulliken contributions at BP86/TZ2P of CH3* and M* fragment
orbitals to the C—M electron-pair bonding MO for M = Li, Na,
K, and Rb.

combination (see Figures 1 and 3). While it is true that the
electron-pair bonding & + ns combination is polarized
toward methyl, the alkalimetalscontribution is significant
and not at all marginal: in terms of Gross Mulliken

J. Chem. Theory Comput., Vol. 2, No. 4, 200¥1

contributiond’ the composition is approximately 70%&;2
+ 25% rs (see Figure 3). In case of methyllithium, the
situation is 70% 2; + 24% X with, in addition, a sizable
contribution of 7% from the lithium @, AO. In terms of
mixing coefficients, this is 0.72& + 0.53 Z (+ 0.32 2,).

The above mixing is indicative for substantiad; 2+ ns
orbital interaction, which is confirmed by further analyses.
Indeed, the bond interaction-matrix elemerfigong =
<2a|F|ns> between the two SOMOs are strongly stabilizing
with values ranging from-42.2 (Li) via—39.1 (Na) to—25.3
kcal/mol (K) (see Table 4F is the effective one-electron
Hamiltonian or Fock operator evaluated with the fully
converged SCF density of the molecule). We recall that the
stabilization Ae of our electron-pair bondinga& + ns
combination with respect te(2a,) is, in second order (and
neglecting the effect of other occupied and virtual orbitals!),
given by <2a; |F| ns>?e(2a;) — e(ns), that is, the interac-
tion-matrix element squared divided by the difference in
orbital energied® Thus, according to this approximate
relationship, the stabilizatione is a sizable 24 kcal/mol for
the C-Li bond, 19 kcal/mol for the €Na bond, and 7 kcal/
mol for the C-K bond (see:(2ay), ¢(ns), and <2a;|F|ns>
values in Figure 2 and Table 4). This is a weakening along
the C-Li, C—Na, and C-K bonds.

This trend can be straightforwardly understood in terms
of the corresponding bond overl&pna= <2a; | NS>, which
is sizable and decreases from 0.31 to 0.28 to 0.21 to 0.19
along M= Li, Na, K, and Rb (Table 4). This is caused by
the metal 8 AOs becoming more diffuse and extended along
this series, leading to smaller optimum overlap at longer bond
distance®® This mechanism, which causes the-& bond
to weaken along Li, Na, K as observed, is illustratedlby
and?2, below:

2[21 2(11 Sbond small

Sbund large

1 2

These illustrations show how the stabilization of the electrons
in the bonding 2; + ns combination is reduced if one goes
from a situation with strongedj to a situation with weaker
(2) <2a; | ns> overlap and orbital interaction.

The above picture is confirmed by our quantitative bond
energy decomposition. The exact (within our Kettsham
MO approach) values of the orbital interactiong&, are
clearly larger than the above estimates. Importantly, they are
of decisive importancandthey show again the same trend.
Along the C-Li, C—Na, and C-K bonds, the orbital
interactionsAE, weaken from—63.1 to —42.2 to —38.4
kcal/mol. The trend resulting from the orbital interactions is
further enhanced by the electrostatic attracthVysis The
latter also weakens along this series owing to the decreasing
overlap between occupied orbitals of €ldnd M because
the metal AOs become more extended and diffuse and the
C—M bond length increases. For the same reason, the Pauli
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repulsion becomes less repulsive along Li, Na, and K. Note Table 5. Analysis of the Carbon—Metal Bond between

that the dominant contributor to the trend in the overalN®

(CHz%)4 and (M*)4 in Methyl Alkalimetal Tetramers?

bond energyAE is the orbital interaction&E,. Thus, the

(CHz—Li)4” (CHs—Na)s” (CH3—K)4° (CH3—Rb)s°

trend in the thermodynamic stabilityE (or AH?® = —BDE)
of the C-M bond, i.e., the weakening along Li, Na, and K,

Bond Energy Decomposition (in kcal/mol)

_ . M AEm -84.0 -58.5 -63.3 -62.4

can be related directly to covalent features in the bonding ag,, _388.1 —269.0 2655 —2716
mechanism: the bond overlap between and mixing of the AEg. -18.0 —4.5 —-4.7 -5.0
SOMOs that yield the electron-pair bond. AEq —490.1 -332.0 —3335 —339.0

From K to Rb the trend is determined by a more involved AEpai 502.2 2434 254.7 268.1
and subtle interplay of factors, and we restrict ourselves to AVesta —377.8 —190.1 —187.0 —194.6
the main effect. The step from K to Rb involves the A&m 73657 —2787  —2658 = 2655
introduction of the first subvalenaeshell, i.e., 8. This has ABoreplMa] J o7 164 10.7 16.9

latively little effect on the spatial extent of thes AO AEprep[(CH3)a 67.9 64.8 63.5 63.4
reic y . P ' AEnomo? -304.5 -197.5 -191.6 -185.2
which expands slightly. The bond overlaf@a; | ns> further .
decreases from K to Rb but more slightly so than before Frag"lergHorb”ah'Ao"e”aps
(from Na to K). Note however that thea2+ ns mixing in (CHa)a | (M)
CHsRb remains substantial (see Figure 3). In the end, the 2aijqaifd 055 049 039 035

N ) A s - Bhr0 0.28 0.24 0.18 0.17
effect of the slight reduction in bond overlap is delicately <CHs | CHy>
overruled by that of the increase in stabilization of the 4 24,0 0.08 0.04 0.03 0.02
electron stemming from the metad AO as the orbital energy <M |M>
_e(ns) rises from—2.7 (K) to —2.5 eV (Rb): t_he_ orbital Msins 0.63 052 0.49 0.49
interactionAE,; becomes somewhat more stabilizing (Table Msinp,@ 041 0.40 0.40 033
4 and Figure 2). The presence of the 10 electrons in the ) ] )

Fragment Orbital Populations (in electrons)
subvalence @ shell has a more pronounced effect on the (CHy)
. . . . . 3)4

Pauli repuIS|_on. going from K to Rb it becomes 7 kcal/mol 2ar 107 129 155 158
more repulsive. This is the reason why overall the N 3t 1.48 166 165 155
bond strength continues to decrease. M)a

Finally, it is interesting to note that if the ionic pictdré’ qas® 0.84 0.67 0.26 0.26
were correct, one would obtain a trend in orbital interactions rt 0.57 0.21 0.12 0.15

that is opposite to the actually observed one. If theMC
bond were predominantly ionic with marginal covalent
contributions, the MO carrying the bonding electron pair
would have only a slight contribution of the metad AO.

In other words, this MO would resemble the methyl anion
2a; lone-pair orbital rather than a bondingy;2+ ns
combination. Consequently, it would be hardly stabilized
with respect to the methyl& fragment MO. This ionic
bonding mechanism is schematically showrBi(\y refers

to the electronegativity difference defined in terms of the
orbital-energy difference(2a;) — ¢(ns), see ref 20):

ns

D P

718 gsman

In this (fictitious) ionic picture, the electron simply drops
from the metal 8 into the methyl 2; giving rise to a
stabilization that equals the orbital energy differea(za;)

— €(ns), indicated in3 by a bold arrow. Thus, one would
expect that the €M orbital interactionAE,; increasesif
the metal AO energy(ns) rises, that is, if the alkalimetal
becomes more electropositive, because, as showin time
electron originating from the metal would experience a larger
stabilization energy(2a;) — €(ns). But, above, we have
already seen that the opposite happens: théviQorbital
interactionAE,; decreaseg¢Table 4: AE, = —63.1,—42.2,

a2 At BP86/TZ2P. ? Tetramer with methyl C—H bonds and metal
atoms eclipsed. ¢ Tetramer with methyl C—H bonds and metal atoms
staggered. ¢ AEpep[(CHs)a] = AEprep[4CHs" — (CHs)a], AEprep[Ma] =
AEpep[4M* — Mg] and AE = AE[4CHg* + 4M* — (CHsM)s). e g =1
(Li, Na) or 3 (K, Rb). fr=1 (Li, Na) or 4 (K, Rb). 9n=2, 3, 4, 5 for
M = Li, Na, K, and Rb, respectively.

—38.4 kcal/mol) as the metal becomes more electropositive
(Figure 2: ¢(ns) = —3.3, —3.1, —2.7) along M= Li, Na,
and K (see also ref 20a).

In conclusion, the €M bond has substantial covalent
character stemming from bond overlap that determines
largely the trend in bond strength descending the periodic
table in group 1. The fact that part of the stabilization stems
from bond overlap is not in contradiction with this bond
being highly polar.

3.4. Analysis of the C-M Bond in CH ;M Tetramers.
Tetramerization further enhances the covalent character of
the C—M bond, as follows from our computations (see Table
5 and Figures 46). The C-M bond in the methylalkalimetal
tetramers has been analyzed in terms of the interaction
between the outer tetrahedron of methyl groups )¢ Eind
the inner tetrahedral metal cluster, M he frontier orbitals
of both fragments (CkJ, and M, are energetically arranged
in the three-over-one pattern characteristic for tetrahedral
species: the bonding combination of four methg, 2r
alkalimetal s AOs at low orbital energy ilA; symmetry
and the corresponding three antibonding combinations at high
orbital energy inT, symmetry (see Figure 4). In the valence
state of (CH), and M, each of these orbitals is singly
occupied, and the lowest energy for this configuration is
achieved if the four unpaired electrons on either fragment
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Figure 4. Orbital interaction diagram for (CHsM), with Gross Li Na K Rb
Mulliken contributions gf (CH3_,')4 and (M')4 fragment orbitals Figure 5. Energies (in eV) of the SOMOs of (CHz*)s and (M*)s
to the C—M electron-pair bonding MOs in A, and T symmetry fragments in their valence state in the corresponding methyl
for M = Li, Na, K, and Rb. For clarity, only one of the 3-fold alkalimetal tetramers (CH3M), (eclipsed for Li, Na, staggered
degenerate 3t, and rt, orbitals of (CH3%), and (M*)4, respec- for K, Rb, see Figure S1; g = r =1 for M = Li and Na, or g
tively, is visualized. =3 and r= 4 for M = K and Rb).

An interesting phenomenon occurs in the alkalimetal
clusters M. The metal atoms are in close contact{M =
2.418-3.893 A along Li-Rb, see Table 1) leading to
remarkably large overlaps between the mesah@s ((ns|ns]
= 0.63-0.49, see Table 5). On the basis of this, one would
o o expect a large energy splitting between the bondiamgaagd
Before further examining these bonds, it is important to antibonding t, orbitals of the M cluster and, accordingly,

take a closer look at the formation of the (gHand M, a strong M-M repulsion for all alkalimetals. The energy
fragments from individual methyl radicals and alkalimetal splitting between the bondingag and antibonding ts

atoms, respectively. The formation of the (§Hetrahedron combinations is indeed large, especially fos (See Figure
from four methyl radicals is relatively endothermic with 5). Yet, the preparation energyEye{M.] for the lithium
preparation energieSEp{(CHs)a] of 63—68 kcal/mol (see  ¢jyster is not repulsive but stabilizing by6.7 kcal/mol. The
Table 5). The major part of this preparation energy, i.e< 62 origin of this effect is stabilizing s—np mixing, as illustrated

63 kcal/mol (not shown in Table 5), is associated with methyl in Figure 6. This occurs in all four metal clusters, but the
pyramidalization caused by the eventual interaction with the effect is particularly strong in case of lithium whose 20s
alkalimetal cluster in (CgM).. The remaining part oAEpe;r are at rather low energy. This makes the alkalimetal cluster
[(CHz)4], that is, the repulsion between the methyl radicals effectively more electronegative than the isolated alkalimetal
in the (CH), tetrahedron is relatively small and decreases atom: the antibondingts orbitals of the M cluster end up
from 5.1 to 1.6 to 1.5 to 1.4 kcal/mol along ¥ Li, Na, K, approximately at the same energy as the corresponding n
and Rb (not shown in Table 5). The reason is simply that AOs (instead of at higher orbital energy), and the bonding
the methyl radicals in (Ckj, are far away from each other  ga; combinations drop enormously in energy, by 2.7, 2.4,
(C—C = 3.597-4.707 A along Li— Rb, see Table 1) and 1.6, and 1.4 eV along EiRb (Figure 5).

the methyl 2, SOMOs cannot build up much overlap The above has important consequences for the fetvC
((2&4]28y= 0.08-0.02, see Table 5). Therefore, they enter electron-pair bonds between (gkland M, in the methyl-

into an only weakly repulsive orbital interaction. This is also alkalimetal tetramers. Theag SOMO of Li, (at —6.0 eV) is
reflected by the small energy splitting between the bonding stabilized so much that it begins to approach the energy of
2a; and antibonding 3 orbitals of (CH)4 shown in Figure the 23y SOMO of (CH), (at —7.2 eV) with which it forms

5. an electron-pair bond (see Figures 4 and 5). This results in

have equal spin. Note that this configuration leads in principle
to CH;—CHs; and M—M repulsion. In the methylalkalimetal
tetramer, four C-M electron-pair bonds are formed between
(CHs3), and My: the 23, + ga; combination and the three
degeneratet3 + rt, combinations.
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74—83% toward the methyl tetrahedron, similar to but
somewhat more polar than the;2+ ns electron-pair bonding
combination in the corresponding methylalkalimetal mono-
mers (70-73%, Figure 3). Accordingly, the corresponding
C—M orbital interaction energyAEr, in the tetramer (see
Table 5) is larger than but shows the same trend &g in
% the monomer (see Table 4): there is a pronounced weakening
! from Li to Na followed by a more subtle decrease from Na
- f2 to K and increase from K to Rb. The combined orbital
s—s.” \S-p interactionsAE,; between (Ch), and M, drop markedly from
O Li to Na, following the trend in bond overlaps, and they
y . increase marginally along N&Rb, as a result of a more
subtle interplay between the trend in bond overlap and
%\ # orbital-energy (or electronegativity) difference. Basically, the
oy e I same picture emerges for the net interactidf,;: a strong
weakening from Li to Na and marginal changes along Na,
K, and Rb. The increased covalency is also found for the
C—Li electron-pair bond between one single £&hd the
Li4 cluster in CH—Li, (see Supporting Information).

ap
= .
p In conclusion, the covalent character of the-l@ bond
increases substantially on tetramerization, especially for Li
and to a lesser extent Na, because meatadtal interactions

in the central M cluster stabilize the alkalimetal orbitals and,
in that way, make the alkalimetal effectively less electro-
positive.

aj
3.5. Analysis of Monomer-Monomer Interactions in
CH3M Tetramers. The most straightforward approach to
understanding the stability of the methylalkalimetal tetramers

toward dissociation into the four monomers is directly
analyzing the interaction between these monomers in the
. tetramer. The decomposition of the tetramerization energy,
4M° (M')4 (M')4 shown in Table S1 in the Supporting Information, reveals
that the electrostatic interactioAVesia: is the dominant
fragment in its valence state involves two principal interac- b?”d'”g force. This term f|r§t decreases frerd92.7 (CH-
tions: (i) repulsive 4-center-4-electron interaction between the Li) to —205.7 (CHNa) and increases thereafter+209.5
ns AOs of the four atoms (s—s mixing) and (i) stabilizing (CH5K) and further to-240.1 kcal/mol (CHRb). The sudden
admixture of np-derived orbitals (s—p mixing). decrease 0N Vgisia from the methyllithium to the methyl-
sodium tetramer is partially caused by the relatively large
a virtually covalent 3; + ga; electron-pair bond with Gross g\cr(;ase n ehM d|sga!’|ce i one"gloei fromdl_.| tc;] Na.
Mulliken contributiond” of (CHs), (53%) and M (50%) urthermore, the trend iAVesparallels the trend in charge
, 3 ) , . separation as reflected by the alkalimetal atomic charges
nearly.m perfect balance. Thus, in thl_s _bond, there is collected in Table 6. According to both the VDD and
es§ent|ally no transfer. of charge from lithium to carbon. Hirshfeld method, the metal atomic charge in 48H
Going to the methylsodium tetramer, the, 2- gay electron-  jecreases from Li to Na and then increases along Na, K,
pair bond becomes more polarized, but polarity is still 53nq Rp. This agrees perfectly with the trend in dipole
reduced if compared to the situation in the monomer moment: x = 5.6, 5.2, 6.9, and 7.7 D along Li, Na, K, and
(compare Figures 3 and 4). Thereafter, if one goes to Rp (see Table 6).

potassium and rubidium, the energy of the GOMO of These trends can be understood as resulting from the

M. increases steeply, and the;2 gay electron-pair bond  interplay of two effects. The first one is the increasing extent
is no longer less polar in the tetramer than in the monomer. ¢ charge separation that results as the methyl group moves
Note that the trend in the corresponding orbital interaction father away from the metal atom as the latter becomes larger
termAEa, is dominated by the bond overl&pey|ga[) which going from Li to Rb. Thus, the negative charge gained by
decreases from 0.55 to 0.35 along-Rb, except for the  the methyl group due to the formation of the polag 2 ns

step from Na to K for which the &y orbital energy leaps  electron-pair bond penetrates less into the region of the metal
from —5.4 to —4.3 eV causing a bond polarization-driven atom and is increasingly associated with the carbon atom.
strengthening oAEa; as illustrated byd and4 (see Table 5  This is schematically depicted Baand5b, which represent
and Figures 4 and 5). On the other hand, the three degeneratéhe situation in a shorter and a longe+® bond, respec-
3t, + rt; combinations are, for all four alkalimetals, polarized tively (the dashed lines represent the bond midplanes):

Figure 6. Formation of the SOMOs of the tetrahedral (M*),4
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Table 6. Metal Atomic Charge Q(M) of Methylalkalimetal Oligomers, Carbon Atomic Charge Q(C) in Methyl Fluoride, and
Dipole Moment x2

O(M) in CHsM O(M) in (CHzM)4 O(F) in CHsF
Li Na K Rb Lib Na? Ke Rb¢ CH3F CHsF @
VDD (au) 0.386 0.351 0.428 0.466 0.143 0.311 0.343 0.333 -0.142 -0.312
Hirshfeld (au) 0.495 0.417 0.493 0.534 0.306 0.428 0.509 0.527 -0.137 ~0.295
1 (D) 5.629¢ 5.212 6.855 7.723 0 0 0 0 1.808 3.989

a At BP86/TZ2P. b Tetramer with methyl C—H bonds and metal atoms eclipsed. ¢ Tetramer with methyl C—H bonds and metal atoms staggered.
d CH3F with C—F bond elongated to C—Li distance in CHaLi (2.010 A). ¢ Agrees well with CCSD(T)/MT(ae) value of 5.643 D, see ref 4b.

The orbital interaction?\E,; between the CkM mono-
mers, although much smaller thAiVesios are still important
for the cohesion between the monomers, with values ranging
from —82.8 kcal/mol for the methyllithium tetramer t663.1
kcal/mol for the methylrubidium tetramer (Table S1 in the
Supporting Information). Note that these orbital interactions
do notinvolve the formation of an electron-pair bond. They
are mainly provided by donetacceptor interactions between

The above provides an important insight. It shows that occupied oc v and unoccupiedo*c_y orbitals of the
atomic charge values not only depend on the extent of monomers. The net interaction enemtyfi.; between ChHM
interaction and miXing between fragment orbitals or wave monomers decreases a|ong:NLi —Rb, Steep|y at first, from
functions but also on the bond distance: the larger the bond—162.9 to—124.5, and then more gradually t118.5 and
distance, the larger the charge separation. This is nicelyfurther to—112.8 kcal/mol (see Table S1). The main feature
illustrated bya numerical experiment with methyl fluoride: of this trend, that iS, the Steep decrease in monemer
the fluoride atomic charge in GH amounts to-0.142and ~ monomer interaction from methyllithium to the heavier
—0.137 au using VDD and Hirshfeld, respectively (see Table methylalkalimetal systems, is preserved in the overall tet-
6). This is, in absolute terms, much less than the COfreSpO”d‘ramerizationAEtetra which varies from—125.3 for CHLI

ing lithium atomic charges 6f0.386 andt+0.495 au in CH

Li (see Table 6). However, if we elongate the-E bond in
methyl fluoride from its equilibrium value of 1.395 to 2.010
A (the length of the CLi bond in methyllithium), the
negative fluoride atomic charge increases significantly,
although the SOMGSOMO mixing across the €F bond
slightly decreasesQ(F) in this deformed CgF amounts to
—0.312 and-0.295 au using VDD and Hirshfeld (see Table
6). Likewise, the weight of the methyla2 SOMO in the
C—M bonding 2 + ns combination increases only margin-
ally along Li—Rb and cannot be held responsible for the

significant changes of the atomic charges along this series.
Superimposed on the above mechanism, which on its own
would cause a steady increase of the charge separation (:seguter tetr

5a and 5b), there is a second effect, namely the loss (or
strong reduction) of the participation of the alkalimetp) n
AO if one goes from Li to Na because the lithiump,2A0

(—1.3 eV) is at lower energy and therefore a better acceptor

orbital than, e.g., the sodiunp3AO (—0.5 eV) (see Figure
3; orbital energies not shown in figure). This counteracts

the former mechanism and causes the alkalimetal atomic
charge to decrease from Li to Na. This is because the

admixture of the lithium g, AO to the electron-pair bonding
2a; + 2s combination enhances polarization of the charge
distribution away from the metal and toward carbon thus
increasing the charge separation in £LHwhile the effect

is absent (or negligible) in Cila. This is schematically
illustrated by6 and 7, respectively.

> Tre @)
6 7

to —73.5,—85.2, and—85.2 for CHNa, CHK, and CHs-
Rb, respectively.

The analyses of the €M electron-pair bond in the
preceding section also provide insight, in a complementary
and maybe a somewhat more indirect fashion, into the
stabilizing effect of tetramerization, in particular, the cohesion
within the inner alkalimetal cluster in the methylalkalimetal
tetramers. In the first place, we have seen that considerable
ns—np hybridization (Figure 6) of the alkalimetal relieves
the M—M repulsion in the valence state ofJvand, in case
of Li, it even leads to an overall stabilizing interaction of
—6.7 kcal/mol (seAEyedM4] in Table 5). The cohesion
within My is further enhanced by the interaction with the
ahedron of methyl radicals, especially for Li and
Na, because for these metals the-M bonding gz SOMO
of M4 keeps much of its population, whereas the threeNi
antibonding . SOMOs of M, are always more strongly
depopulated (see Table 5). This is naturally reflected by the
overall energy changAEnome = AEin + AEped(CH3)a] +
AEpedM 4] for the formation of (CHM)4 from 4CH; + 4M
(Table 5), the value of which exceeds (i.erierestabilizing
than) four times the value @Enomofor one monomer (Table
4). This excess stabilization is by definition the tetramer-
ization energyAEra AS We have seen, it decreases indeed
steeply if one goes from methyllithiumAEera = —125.3
kcal/mol) to the heavier congenersHers= —73.5 t0—85.2
kcal/mol, see Table S1).

3.6. Polar Bonds and the Concepts of Covalency and
lonicity. Covalency and lonicity. In the preceding sections,
we have established that the-®1 bond in methylalkalimetal
oligomers has substantial covalent character, especially the
C—Li bond in methyllithium, if one considers the sizable
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orbital mixing and the fact that the trend in bond strength is Chart 2
dominated by the bond overlap. This is quite at variance with —
,..-"";).oo

the current picture of this bond being predominantly

“ionic”.2~% Note however that this current view is not based b

on bond energies and mechanisms but instead on analyses a=+;-+' a 025, b
of the charge distribution, using methods such as Streitwies- ’ 0.73 0.50 0.50

er's integrated projected population (IPP), Weinhold's natural

. . s . ionic intermediate covalent
population analysis (NPA), and Bader’s atoms in molecules | - 1009 L = 50 Lo o
(AIM) approach?! These analyses yield Li atomic charges = 100% R -

C= 0% C=50% C=100%

in methyllithium of+0.8 au with IPP at HF/S8&d,?2 +0.85
au with NPA at MP4(SDQ)/6-3tG*,5 and+0.90 au with Table 7. Covalency C (in %) of Carbon—Metal Bonding in
AIM at HF/6-31G**4"122 (this agrees well with our AIM Methyl Alkalimetal Monomers and Tetramers?

value of+0.89 au at BP86/TZ2P)This led to the idea that M CHaM (CHaM)b A (CHaM)2 T
the C-Li bond is 80-90% ionic. The problem with

quantifying the extent of ionicity on the basis of atomic gg Egg; gg E?i’; 2421 82
charges is that different approaches have different scales. 54 (52) 44 (45) 36 (35)

The value of the atomic charge of one and t_he same atomin . 58 (55) 42 (42) 46 (45)
e?(aCtly the same mOIe(’tUIe C?‘n differ S_Ignlflcantly for a At BP86/TZ2P. C is computed with eq 7 using for x the Gross
different methods. The Li atomic charge is, for example, mulliken contribution of the methyl 2a; SOMO to the electron-pair
+0.85 au according to NPAput according to Hirshfeld bonding combination (see values in Figures 3 and 4). Value in
and our Voronoi deformation density (VDD) meth¥dit parentheses: idem, using for x the Gross Mulliken Population P that

ts toh-0 50 d-0.39 tivel Tabl the methyl 2a; SOMO acquires in all occupied MOs of the overall
amounts ) au an ' au, respec I\_/e Yy (See a‘ € molecule (see values in Tables 4 and 5) divided by 2, i.e., x = P/2.
6). These values are rather robust regarding the choice oft Tetramer with methyl C—H bonds and metal atoms eclipsed (Li,
exchange-correlation functional with fluctuations along LDA, Na) or staggered (K, Rb).
BP86, BLYP, OLYP, PW91, and OPBE of 0.03 au for in an electron-pair bonding combination of the overall
Hirshfeld and only 0.01 au for VDD. Our Hirshfeld and VDD molecule that has equal contributions from either fragment
values of+0.50 au and-0.39 au appear to be very close to  SOMO. The percentage ionicityand covalencyC is then

the GAPT (generalized atomic polar tensors) charge of gefined as in eqs 6 and 7, respectively, with C = 100%.
+0.4178 au computed by Cioslowski at the HF/6-31G**

level #* Again, th.is dpes not ju_stify an absolut.e valuation of | = X" X x 100% (6)
50, 39, or 42% “ionic”. The point is that atomic charges can X

not simply be interpreted aabsolutebond polarity indica-  —x

tors?® Atomic charges become meaningful, in principle, only c=2 % 100% 7)
through the comparison of trends computed with one and X

the same method. In this context, it is an asset of direct- g definition of ionicity and covalency has the advantage
space integration methods such as Hirshfeld and especiallyyt 5 \ell-defined scale (i.e., the range of possible values is
VDD that they provide a transparent picture of how the ynown), and the interpretation is firmly embedded in the MO

electronic density is redistributed among the atoms due 10 moqel. This is illustrated in Chart 2, which shows the purely
the formation of chemical bonds. Thus, while Hirshfeld and j5nic and the purely covalent situation as well as a bond of

VDD atomic charges differ somewhat in their absolute jntermediate polarity. We have used this notion of ionicity
values, they both indicate that the charge separation acrosging covalency already earlier in the discussion in a qualitative
the C-M bond in methylalkalimetal monomers decreases taghion. As such, it is in fact widely used throughout MO
from Li to Na and increases thereafter along Na, K, and Rb theory18
(see Table 6; compare discussion ab®u¥ in section 3.5). In Table 7, we have collected percentages of coval&@cy
Both methods indicate also that tetramerization leads to agf the C—M bonds of our methylalkalimetal oligomers based
marked decrease of charge separation forNi (compare o eq 7 using two ways of computing the fractianin the
section 3.4). first one,x is the Gross Mulliken contribution of the methyl

It is thus desirable that a definition of the extent of ionicity 2a; SOMO to the electron-pair bonding combination in the
I or covalencyC involves a definition of both the purely  overall molecule (see values in Figures 3 and 4). Thus, the
ionic and covalent situation. In the context of MO theory, C—Li electron-pair bond in the methyllithium monomer is
this can be achieved using the relative contributiaf the 60% covalent and that id; symmetry of the tetramer is
SOMO of one of the fragments, say the more electronegativeeven 94% covalent! Covalency is reduced to 52% in the three
one (here: the methyl radical), to the-® electron-pair C—Li electron-pair bonds i, symmetry of the tetramer.
bonding MO. The purely ionic situation occurs o= x, = The covalent characté€® of the C—M bond decreases from
1: the unpaired electron of the metal atom is completely Lito the heavier alkalimetals, slightly so for the monomers,
transferred to the methyl SOMO which transforms, without and more pronouncedly for the tetramers (in particular the
admixture of the metal AO, into a lone-pair-like MO in the A; component). Also, the difference @ between the more
overall molecule. The purely covalent situation occursfor covalent A and the more polar ;T components in the
= xc = 0.5: the radical electrons of both fragments pair-up tetramers decreases rapidly along-REb.
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There are still other possible ways to computefor Table 8. Analysis of the Carbon—Metal Bond between

example, on the basis of the Gross Mulliken populafon  CHs™ and M* in Methylalkalimetal Monomers@

(see values in Tables 4 and 5) that the mettgil QOMO CHa—Li CHs;—Na CH3—K CH3;—Rb
acquires in all ogcupied MOs of_ the overall molecute<{ _ AEas 152 167 _145 _15.7
P/2: see values in parentheses in Table 7) or on the basis of AEs; 59 38 32 _33
fragment MOcoefficientgnot shown in Table 7). Note that 211 205 177 ~19.0
the particular values o andl depend on how is computed. N 44.0 425 445 55.5
One must be aware that this introduces again a certain Ay, —197.4 ~178.6 —158.4 —161.9
arbitrariness makingCc and | semiquantitative rather than AEin 1745 —156.6 —131.6 —125.4
quantitative. Nevertheless, any choice foproduces the AEprep 0.2 0.8 0.6 0.8
same trends irC and |, i.e., a nearly constant extent of  AEnetero -174.3 —155.8 —131.0 —124.6
covalency of the €M bond going from Li to the heavier 2Bond energy decomposition (in kcal/mol) at BP86/TZ2P.

alkalimetals, and the occurrence in the tetramer of methyl-
lithium and to a lesser extent methylsodium of a more

covalent component id; and a more ionic component in . . ) . )
behavior of organoalkalimetal compounds in reactions is

T2 symmetry. The quantltleét_and l. as defmed.by eqs 6 inherently a property of the entire reaction system. The latter
and 7 also have a more practical disadvantage: they always

require the analysis of the orbital electronic structure of the comprises not only the organoalkalimetal molecule but also

fragments as well as the bonding mechanism in the overall gII other reactants involved, including the solvent. In general,

molecule. Thus, computing and| is much less straight- interactions with solvent molecules promote heterolytic

. : relative to homolytic dissociation because they stabilize
forward than the routine and automated computation of, e.g., .. .. . : .
. . situations involving charge separation. Thus, also bonds of
VDD or Hirshfeld atomic charges.

which the covalent character is generally accepted, can

Heterolytic Dissociation. So far, we have examined the  pohaye onically. The €H bond, for instance, behaves (i.e.,
extent of orbital mixing, its importance for trends in the bond dissociates) ionically if a base abstracts a proton from a

strength and the polarity or charge separation in thMC 500 acid® Likewise, nucleophilic substitution is an
bond. Yet another criterion for classifying the-®1 bond  oyample of a reaction system in which a (polar) covalent
as covalent is its strong intrinsic preference for dissociating pong (e.g., carborhalogen or carboroxygen) behaves
homolytically and not ionically or heterolytically (see section ionically dlje to the interaction with a nucleophfe.
3.2). To enable a quantitative comparison with other bonds,  Neyertheless, it is instructive to carry out an ionic analysis
we have computed the ratio AfEneierd AEnomo as @ meaSUre ¢ the G-M bond, that is, a bond energy decomposition of
for this preference using bond energy values from Table 2. the interaction between GHand M* in CHzM (see Table
The AEneterd AEnomoratios of CHLI—CH3Rb amountt0 3.9, gy and to compare this with the analysis of the interaction
5.0, 49 and 5.0, respectively. Thus, a methyl radical a_md between Cht and M in the same molecule (Table 4). In
alkalimetal atom are much closer in energy to the resulting e jonic approach, the classical electrostatic interaction
methylalkalimetal r_nolecule than the correspond_mg ionic Ay, ...becomes the dominant bonding term with values that
fragments. Interestingly, the aboveEnererd ABnomo1aIOS OF 51y from —197.4 to—178.6 to—158.4 to—161.9 kcal/mol
the C-M bonds are higher than.the corresponding ratio of along Li—Rb (Table 8). On the other hand, the orbital
the C-H bond in methane which amounts to only 3.8. jneractionAE, becomes significantly smaller with values
Apparently, the &M bond has an even higher relative ¢ yary from—21.1 to—20.5 to—17.7 to—19.0 kcal/mol
preference for hom.olytlc dissociation t.han the ;hghtly polar along Li—Rb (Table 8). This has previously been interpreted
C—H bond, which is generally taken in organic chemistry 5 suggesting that, compared to the homolytic approach, the
as a covalent bond. _ o ~ charge redistribution in the ionic analysis is smaller, that is,
Yet, a number of observations has inspired a description that the ionic fragments correspond more closely to the final
of the C-M bond that corresponds to heterolytic or ionic  charge distribution in the alkalimetal molecule than the
dissociation, namely, in terms of the interaction between a neutral methyl and alkalimetal radical fragmehtnother
methyl (or, more in general, an organyl) anion and an factor, not directly related to the extent of charge redistribu-
alkalimetal cation. One of these observations is that, accord-tion, that may cause the reducadt,; in the ionic analysis
ing to IPP, NPA, and AIM, the alkalimetal obtains a large s the fact that we lose the stabilization associated with the
positive charge of 0.80.9 au (see, however, above in this electron dropping from the SOMO of the metal atom into
section)?*?? Furthermore, it appears that geometries of the G-M bonding MO. The enormous increase MVeisia
oligomers and trends in stability can be predicted assuming compared to the homolytic approach (compare Tables 4 and
aggregates consisting of carbanions and metal caf®6f$?  8) is simply due to the energetically unfavorable charge

out above that the alkalimetal atomic charge is not an
absolute bond polarity indicator. Furthermore, the ionic

although only to some extefft! And, finally, it is well separation that we enforce by our choice to completely
established that organoalkalimetal compounds react in con-transfer one electron from one of the constituting fragments
densed-phase reactions through ionic mechantsms. of CHsM to the other. It is perfectly valid to carry out such

The problem with the above is that there is only an indirect an analysis. Note however that the results refer to the high-
relationship between these observations and the extent ofenergy process of heterolytic bond breaking (eq 5) oid
polarity of the C-M bond or its preference for either to the energetically preferred homolytic bond dissociation
homolytic or ionic dissociation. We have already pointed (eq 4). Likewise, the ionic €M interactionAEj,; between
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(CH3)4~ and My** in the tetramers (ChM), is significantly disqualifies the current classification of the-® bonding
higher than that between the neutral @4-and M, mainly mechanism as “mainly ionic”.
because of the much more stabilizing electrostatic interaction These insights emerge from our quantum-chemical analy-
AVeistar in the former (compare Tables 5 and S2 in the ses of the methylalkalimetal monomers §Hand tetramers
Supporting Information). The origin is again the energetically (CHsM),with M = Li, Na, K, and Rb, at BP86/TZ2P. These
highly unfavorable charge separation associated with theanalyses reveal significant orbital mixing in the—®I
complete transfer of four electrons from tetralithium to electron-pair bond of CkM between the methyl & and
tetramethyl. The preparation energi®&,{(CHs)+*"] and alkalimetal s SOMOs (approximately 70%e2 + 25% rg).
AEp M 4*] are highly endothermic mainly because of The C-M bond becomes longer and weaker, both in the
electrostatic repulsion between the methyl anions and monomers and tetramers, if one goes from Li to the larger
between the alkalimetal cations (see Table S2 in the and more electropositive Rb. Quantitative bonding analyses
Supporting Information). Note that the strongly stabilizing show that this trend is not only determined by decreasing
electrostatic interactioAVesatbetween (Ch)*~ and M#** electrostatic attraction but also, even to a larger extent, by
compensates for the highly destabilizing preparation energiesthe weakening in orbital interactions. The latter become less
AEped(CH3)s*] and AEyedM4**]. This reflects that the  stabilizing along Li-Rb because the bond overlaf?a; |
C—M distances in (CkM), are shorter than the correspond- ns> decreases as the metalatomic orbital (AO) becomes
ing C—C and M—M distances (see Table 1). larger and more diffuse. Note that for a predominantly ionic
Comparison with C—X Bond in Methyl Halides. To bond, one would expect that the orbital interactions are
place our results into a broader chemical context, we havestrengthenedalong with the increasing difference in elec-
compared the €M bond in methylalkalimetal monomers tronegativity between CiHand M along Li-Rb. Covalency
CH3sM with the C—X bond in methyl halides CgX with X of the C—M bond is further enhanced in the tetramers,
=F, Cl, Br, and I. In a DFT study at BP86 and a basis set especially for Li and to a lesser extent Na, because in the
similar to ours, Deng et &P found that the trend in €X central M, cluster, the alkalimetal becomes effectively less
bond strength is governed by the difference in electronega-electropositive. The EM bond has furthermore a slightly
tivity between CH and X and not by the bond overlap stronger intrinsic preference for homolytic dissociation than,
between the methyl& and halogen p, SOMOs 6 = 2—5 for example, the €H bond, which is generally considered
along FI). Thus, the G-X bond strengthdecreasegref covalent.
23a: AEpemo= —119.4,—87.5,—75.8,—65.2 kcal/mol) as Earlier evidence for classifying the—Li bond as 86-
the halogen atom becomes less electronegative alerig F 90% ionic based on lithium atomic charges is not conclusive
(this work, Figure 2:¢(2p,) = —13.8,—10.1,—9.2, —8.3 because atomic charges am® absolutebond polarity
eV), even though the bond overlap increases (ref 285, indicators. Different atomic charge methods have different
| np,> = 0.26, 0.34, 0.35, 0.36). This is highly interesting scales and yield evidently different values for the same
in the light of our present results. As pointed out earlier, the situation: only trendsof atomic charges computed with one
C—X bond is considered polar covalent and certainly not and the same method can be physically meaningful. Finally,
ionic. Yet, the trend in €X bond strength of methyl halides  while it is true that the polarity of a bond is the net result of
along F-I suggests more polar character than the trend in the various features in the bonding mechanism, it is not true
C—M bond strength of methylalkalimetal molecules along that this bonding mechanism and the relative importance of
Li—K. The explanation is not the absence in methyl halides all its features (e.g., electrostatic attraction, bond overlap,
of covalent features in the bonding mechanism, that is, charge transfer) can be deduced from the bond polarity in a
interaction between and mixing of the methyl and halogen straightforward manner.
SOMOs? The observed trend is caused instead by the fact
that the electronegativity changes much more strongly along
the halogen atoms than along the alkalimetal atoms (Figure _ VA : X
2: compares(np,) along F-1 with e(ns) along Li~Rb; see the following organizations for financial support: the HPC-

also ref 20a). This agrees well with the fact that the weight EUropa program of the European Union, the Deutsche
of the methyl 2, SOMO in the bonding & + ns combina- Akademische Austauschdienst (DAAD), The Netherlands

Organization for Scientific Research (NWO), the Ministerio
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stantial covalent character: it can well be viewed as an

electron-pair bond between the SOMOs of the methyl radical  Supporting Information Available: On-scale repre-
and alkalimetal atom that gains substantial stabilization from sentation of CHM, (CH3M), ecl, and (CHW), stag (M=
the <2a; | ns> bond overlap. This is not in contradiction Li, Rb) and additional analyses of the-Ci bond in CH;—
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Abstract: This work presents a systematic investigation of the performance of broken symmetry
density functional theory for the evaluation of Heisenberg exchange constants. We study
dinuclear Mn"V—Mn" complexes with bis(«-0x0), bis(u-0x0)(u-carboxylato), and tris(u-0xo) cores
for this purpose, as these are of fundamental biological interest as well as being potential
precursors for molecular magnets based on manganese complexes, the so-called Mn;, magnets.
The obtained results indicate that quantitative agreement with available experimental data for
the Heisenberg exchange constants can be achieved for most of the investigated complexes
but also that there are significant failures for some compounds. We evaluate factors influencing
the accuracy of obtained results and examine effects of different mappings between broken
symmetry and Heisenberg Hamiltonian states in an attempt to formulate a reliable recipe for
the evaluation of magnetic coupling in these complexes. An assessment of the bonding situation
in the molecular system under investigation is found crucial in choosing the appropriate scheme
for evaluation of the Heisenberg exchange constants.

[. Introduction spurred by the search for spin arrangements of single
Contemporary research in magnetic properties of chemicalmolecular magnets in which the magnetic coupling occurs
compounds and solid-state materials often addresses théetween transition-metal ions in a complex with their ligand
coupling between localized spins in terms of an empirical environment£:® Another factor stimulating research in this
Heisenberg Hamiltoniahln this description the magnetic ~ direction refers to attempts to synthesize organic magnets
spin coupling is parametrized in a pairwise manner via so- suitable for practical applications, as these require micro-
called Heisenberg exchange constants. These constants fingcopic understanding of the mechanisms for the magnetic
applications primarily in mutually related fields of science coupling between organic radicals in polymer hosts in order
devoted to paramagnetic compounds, such as (i) theory ofto guide synthesis efforts.

magnetism, where the Heisenberg exchange constants are In the field of EPR and NMR spectroscopies the interest
one of the key magneto-structural parameters of solid or in magnetic couplings in molecular systems with multiple
molecular magnets required for characterization of their localized spins is mainly motivated by the aid they may
magnetizatiord, and (ii) electron paramagnetic resonance provide in interpretation of measurements and in determi-
(EPR) and nuclear magnetic resonance (NMR) spectroscopiesiation of geometrical and electronic structure through the
of compounds with multiple localized electronic spins, where measurements> The need for microscopic understanding
the Heisenberg exchange constants enter the spin Hamilto-of magnetic coupling is particularly evident in applications
nian and are determined along with other parameters uniqueof high field EPR spectroscopy on active sites of enzymes,
for EPR or NMR spectré.® The dependence of magnetic where the interpretation of EPR spectra otherwise becomes
coupling on the electronic structure of molecular fragments more of an art than science. One notorious example of this
carrying a localized spin and on localized spins arrangementskind is the oxygen evolving center in photosystem II, where
in general has thus been of considerable interest in the fielddifferent oxidation states have been assigned to manganese
of theory of magnetism. This interest has also been greatlyions by various interpretations of EPR spectra (see for

10.1021/ct050325b CCC: $33.50 © 2006 American Chemical Society
Published on Web 05/03/2006
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example discussion in ref 8). The advances in these fieldsposed by L. Noodlemat,in which Jag is defined as
of research clearly make computational methods for the
evaluation of the Heisenberg exchange constants highly _ Egs— Eys
: =g )
desirable. %ax
Computations of magnetic coupling as represented by

Heisenberg exchange constants in molecular systems havgyhereEgs andEs are the energies of the broken symmetry
posed a long standing problem in quantum chemistry, asand high spin states obtained with the unrestricted DFT
calculations of this kind require an accurate description of formalism, and wher&yax is the number of the unpaired
electron correlation, both static and dynamic, as well as a electrons in the molecular fragment carrying sgin (as-
reliable mapping between computed electronic states andsyming that the spin related fragment has the same number
states featured in the Heisenberg Hamiltorfian. These  of unpaired electrons as ti& fragment). This evaluation
requirements actually quite severely limit the choice of scheme forlag is applicable for weakly bonded molecular
meth0d0|ogy that can be suitable for calculations. In the fragments between which the magnetic orbital Over|ap s
domain of ab initio methods various configuration interaction smal|9.1012An alternative mapping scheme in the BS-DFT
as well as multireference perturbation theory methods canapproach has been used by E. Ruiz and co-worKers,

be successfully applied to compute Heisenberg exchangefollowing the work of Noodlemad?8 In this schemeJas
constants in small moleculé8? For larger molecular sys-  js computed as

tems, the broken symmetry density functional theory (BS-

DFT) approack has mostly been used for this pur- _ Bgs— Eys

poseb®-11.13-15 However, the mapping between broken Jag = +1) ©)
. . . S Snax

symmetry states and Heisenberg Hamiltonian states is

than one unpazired electron, as pointed out, for example, by fragments with localized spins i.e., when the overlap between
L. Noodlema#¥ and F. Nees& Despite this disadvantage magnetic orbitals of the spins is non-negligible. Conse-

of the BS-DFT approach, it is currently the only option for qyently, this mapping scheme should probably be more
investigations of magnetic coupling in large molecular gcceptable for treating dinuclear manganese complexes than
systems of experimental interest, and it has therefore beenyne one proposed by L. Noodleman (see eq 2). The above-
applied to a quite wide set of problems, ranging from gescribed schemes for computation of Heisenberg exchange
investigations of molecular magnets to interpretation of EPR ¢qnstants correspond in fact to two limiting cases of bonding
spectral parameters in paramagnetic transition-metal systems;iations between localized spins, namely weak and strong

(see e.g. refs 14 and 16). _ _ bonding between molecular fragments carrying localiged
In the present paper we investigate the Heisenbergand S; spins. Therefore, an assessment of the bonding
exchange constants in dinuclear manganese(ivn') situation in the molecular system under investigation is

complexes with big(-0x0), bisf-oxo)(u-carboxylato), and  helpful in choosing between thég evaluation schemes.
tris(u-oxo) cores. The main focus is to assess the performanceanother way to computdas with the BS-DFT approach,
of the broken symmetry DFT formalism for evaluation of which is independent of the bonding situation in the
magnetic coupling, using for the purpose a system that is of molecule, has been proposed by M. Nishino et. &® as
fundamental biological interest, and to evaluate factors

influencing the accuracy of obtained results. Apart from this, Egs — Eus

we also examine effects of different mappings between Jae ZM (4)
broken symmetry and Heisenberg Hamiltonian states in an S S
aim to formulate a reliable recipe for evaluation of magnetic
coupling in manganese complexes. The latter effort is a
preparatory step for a future investigation of molecular
magnets based on manganese complexes, the so-callgd Mn
magnets.

Here [$[}s and [¥[gs are the total spin angular momentum
expectation values for high spin and broken symmetry states
obtained with the unrestricted DFT formalism. This evalu-
ation scheme indirectly accounts for the overlap between
magnetic orbitals of localized spins by employing expectation
. . values of the total spin angular momentu®[Js and [(F(gs.

IIl. Computational Details Here it is appropriate to mention that tH& operator
Magnetic coupling between localized spins in the Heisenberg expectation values are well defined for the unrestricted
Hamiltonian is described via empirical parameters; the Hartree-Fock method, while in the context of unrestricted

Heisenberg exchange constadts* density functional theory th& operator expectation values
obtained from KohaSham orbitals is not a well-defined
H=—-2JpS\' S (1) proceduré® Despite this drawback, this approach is at the

first glance most suitable for complexes such as the various
where Sy and Sg are spins localized on centers A and B, dinuclear manganese complexes investigated in the present
respectively. A key to a successful computatiordgf with work. We nevertheless employ all three above-descrihgd
BS-DFT is an appropriate mapping between broken sym- evaluation schemes in order to assess their performance and
metry, high spin, and Heisenberg Hamiltonian states. A suitability for computation ofJag in general M —Mn'
theoretically well justified mapping scheme has been pro- complexes with different core arrangements. Previous theo-
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Table 1: Results of Evaluation of Heisenberg Exchange Constants between Mn"v Centers in Various Manganese
Compounds (cm~1) Using B3LYP and CAMB3LYP Exchange-Correlation Functionals?

B3LYP CAMB3LYP

complex JABb JABC JABd JABb JABC JABd exp
Mn2O2(pic)s -1125 —84.4 -111.2 -99.1 -74.3 —98.2 —86.5¢
[Mn20,Cla(bpea)s]2* —144.2 -108.1 -159.6 —-130.3 -97.8 —129.1 —144f
[Mn202(phen)4]** —-131.9 —98.9 —130.4 —124.3 -93.3 —123.4 —1479
[Mn202(OAC)(bpea) >+ -36.0 —27.0 —-35.7 —23.8 -17.8 —23.7 —124h
[Mn202(0AC)(Mesdtne)]3+ -375 —-28.1 —-37.2 -30.7 —-23.0 -305 —-100/
[Mn,03(Mestacn),]>*™ —382.7 —287.0 —376.4 —370.7 —278.0 —367.9 -390/

a Ahlrich’s VTZ basis set employed in all calculations. ? Jag evaluated using eq 2. ¢ Jag evaluated using eq 3. ¢ Jag evaluated using eq 4.
e Jag experimental data taken from ref 23. / Jag experimental data taken from ref 24. 9 Jag experimental data taken from ref 25. /' Jag experimental
data taken from ref 26. / Jag experimental data taken from ref 27. / Jag experimental data taken from ref 28.

retical investigations of dinuclear manganese complexes carsingle molecular magnets, the incorrect asymptotic behavior
be found in the literaturg?21.22 of the exchange part of this functional can become a potential
The selected test set of dinuclear manganesé’(Mvin'V) problem. To sort out this problem, which in principle can
compounds includes three molecules with pisko) core hamper efforts of accurate evaluation dfg in large
(Mn,O5(pic)s, [MN,O.Cly(bpea)]?t, [Mn,Ox(phen)]*"), two molecules, we investigated the suitability of the Coulomb
molecules with big{-oxo)(u-carboxylato) core ([MgO.- attenuated model of the B3LYP functional (CAMB3LYP)
(OAc)(bpea)]®*, [Mn,O,(OAC)(Medtne)f"), and one mol- for computation of Heisenberg exchange constants. Results
ecule with tris(i-oxo) core ([MnOs(Mestacn}]?). We use of this investigation are tabulated in Table 1 along with
the following notation for the ligands: bpea N,N-bis(2- B3LYP and experimental results. CAMB3LYP predidis
pyridylmethyl)ethyldiamine, Mgltne — 1,2-bis(4,7-dimeth-  values to be on average 15 chsmaller (in terms of absolute
yl-1,4,7-triazacyclonon-1-yl)ethane, Macn— 1,4,7-trimethyl- values) compared to B3LYP calculation results. Conse-
1,4,7-triazacyclonane, OAcH- methanecarboxylic acid, quently, the current CAMB3LYP exchange-correlation func-
phen— 1,10-phenanthroline, and picH picolinic acid. The tional parametrization does not allow for the reproduction
geometries of the enlisted compounds, employed in all of the good performance of the ordinary B3LYP functional.
calculations, have been obtained combining crystallographic Despite this deficiency of the CAMB3LYP functional in its
dat&®28 and molecular force field geometry optimization, current form, the in principle “more” asymptotically correct
where the positions of the heavy element atoms (C, N, O, behavior of the exchange part of this functional might be
Mn) have been taken from crystal structures and where theadvantageous in evaluation &g in extended systems. To
positions of the hydrogen atoms have been optimized achieve better accuracy in these calculations one thus needs
(keeping heavy atoms positions fixed) using the MMFF94 to make additional efforts to parametrize the CAMB3LYP
force field?® implemented in the Spartan progrdhT.he only functional.
exception from this procedure is the Mdy(pic), molecule The calculations reported in this work were carried out
for which the positions of the hydrogen atoms are available using our recently developed quantum chemistry program
in the crystal structure data. Apart from building full size ErgoSCF?®in which we have implemented functionality for
geometries for the above enumerated compounds, we als@enerating starting guesses and monitoring the electron spin
created reduced models of them in order to investigate thedensity in unrestricted DFT calculations. The ErgoSCF
possibility to employ only rudiment ligand structures instead program also includes an implementation of the CAMB3LYP
of full size ligands in the calculations of Heisenberg exchange functional®® We employed four different basis sets: 3-2¥G,
constants as this would allow for a significant reduction of 6-31G32® 6-31G*3® and AhlrichsVTZ% This selection is
the computational cost. The reduced models were designednotivated mainly by the attempt to find the smallest possible
by substituting the ligands encountered in the manganesebasis set which still provides reliablgs constants for further
complexes by similar smaller ligands as bpea with (CHCH large scale computations of the Heisenberg exchange con-
NH).NH, Mesdtne with 1,2-bis(1,4,7-triazacyclonon-1-yl)- stants in molecular magnets.
ethane, Mgacn with 1,4,7-triazacyclonane, phen with Before concluding the computational section we want
(CHNH),, and pic with NHCHCQ. The position for heavy  briefly to discuss two technical details related to the
atoms (C, N, O, Mn) in the reduced ligands have been evaluation of broken symmetry states in the unrestricted
selected to be the same as in the nonreduced ligands, an&kohn—Sham formalism. First, a reasonable starting guess
the positions of the hydrogen atoms have been optimizedfor the broken symmetry state is crucial to achieve conver-
employing an analogous procedure as in the case of optimiz-gence in the unrestricted calculations. In our case the starting
ing the nonreduced compounds geometries. density for the broken symmetry state has been constructed
The evaluation oflag constants for all compounds have in the following way: The alpha- and beta-densities of a
been carried out employing the B3LYP exchange-correlation converged HS solution are combined to form a total density
functional®*~3* This functional is found to perform relatively — matrix and a spin density matrix. The spin density matrix is
well in our calculations of the Heisenberg exchange constantsthen modified by changing the sign of the matrix elements
for cases in which the BS-DFT approach is applicable. that correspond to one of the Mn centers. Starting guesses
However, for large molecular systems such as;Mnpe for the alpha- and beta- density matrices for the BS state
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Table 2: Heisenberg Exchange Constants between Mn'vY
Centers in Mn,Ox(pic), in cm~19
basis set modeld  Jagb  Jas®  Jas? [B2@s [Sks

3-21G full —-101.7 -76.3 —100.7 3.032 12.119
6-31G full —114.0 -855 -—112.7 3.013 12.114
6-31G* full —110.3 —82.7 —109.1 3.009 12.109
AhlrichsVTZ full —-1125 -84.4 -—111.2 3.005 12111
3-21G reduced —104.5 -784 -—103.3 3.026 12.130
6-31G reduced —117.9 —-88.4 -—116.4 3.007 12.123
6-31G* reduced -1125 -84.4 -—111.1 3.003 12.116
AhlrichsVTZ reduced —116.5 —87.4 —115.0 2.998 12.118
MIDIe reduced —126.0 —94.7 -124.0

MIDI+pol(pdf)® reduced —-117.0 -87.6 —115.0

exp’ —86.5

2 Jag model defines geometry of compound used in calculations,
where “full” denotes whole compound and “reduced” denotes the
smaller size model of it. © Jag evaluated using eq 2. ¢ Jag evaluated
using eq 3. 9 Jag evaluated using eq 4. € Jag B3LYP calculations
results taken from T. Soda et. al.® f Jag Experimental data taken from
ref 23. 9 All calculations performed with B3LYP exchange-correlation
functional.

are then formed using the total density matrix and the
modified spin density matrix. Second, since broken symmetry
calculations are notorious for their poor convergence,
sometimes even with well designed starting guesses, one
should always carefully examine the obtained state. One way
of checking the validity of the result is to look at the spin
density of the system; we here monitored the spin density
on each Mn atom by means of numerical integration over a
spherical region (radius 2.0 au) around each Mn atom. This
procedure allowed us to ensure reliable control over the
convergence of the broken-symmetry state in these unre-
stricted Kohn-Sham calculations.

[Il. Results and Discussion

A. Basis Set Dependence of Heisenberg Exchange Con-
stants. The MnOx(pic), compound with big{-oxo) core that Figure 1. Mn0(pic)s compound and the reduced model of

is a part of our selected test set was a subject of an earlierthis compound.

BS-DFT investigation by T. Soda et &Ve therefore picked

this complex for testing the suitability of various basis sets trend is the small 3-21G basis set, which leads to a noticeable
for evaluation ofJag between the manganese centers. The underestimation in terms of absolute values of the
Heisenberg exchange constants in the®(pic), compound constants compared to results obtained with other basis sets.
computed using the B3LYP exchange-correlation functional This behavior of the Heisenberg exchange constants with
and the various basis sets are presented in Table 2. Theespect to various basis sets indicates that the basis sets
selection of the B3LYP functional for investigating the basis suitable for magnetic coupling calculations should be flexible
set dependence is motivated by the results of T. Soda et.to capture essential features of the electron density distribu-
al.? showing that this functional led to the best agreement tion, especially around the Mh centers in the broken
between computational and experimental results. In the symmetry and high spin states. At the same time, in our
present investigation we employ two models of the,Wn opinion, the use of large basis sets in calculations of this
(pic)s complex, denoted as “full” and “reduced” in Table 2, kind is unnecessary, since in the BS-DFT approachltge
where the “full” model (see Figure 1) corresponds to the constants are evaluated using energies differences between
entire MnO,(pic)s molecule and the “reduced” model (see two states of the same molecule, thus canceling basis set
Figure 1) corresponds to a smaller molecule mimicking incompleteness to a large extent. For example, improving
Mn,Ox(pic)s in which the picolinic acid cation ligands are from 6-31G to 6-31G* by adding polarization functions leads
substituted by NHCHC®Iigands as proposed by T. Soda to a decrease of absolute values of the Heisenberg exchange
et. al? For both models the basis set dependence shows theconstants only up to about 7%, depending on the
pattern of a moderate change going from one tested basisvaluation scheme. At a first glance, this looks like a large
set to another. The Heisenberg exchange constants obtainedffect, but in the context of the BS-DFT approach this effect
with the 6-31G, 6-31G* and Ahlrich’'s VTZ basis sets are is considerably smaller than the differences betweedhe

in agreement witi a 5 cnT! range. An exception from this  values computed using different mapping schemes between
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Table 3: Heisenberg Exchange Constants between Mn"V Centers in Various Manganese Compounds (cm~1)k

complex model?@ Jag? Jag® Jag? [5%8s [B2lhs exp
Mn202(pic)s reduced —116.5 —87.4 —115.0 2.998 12.118
full —112.5 —84.4 —-111.2 3.005 12.111 —86.5¢
[Mn20,Cly(bpea)s]>™ reduced —148.5 —111.4 —146.3 2.989 12.122
full —144.2 —108.1 —142.1 2.988 12.120 —144f
[Mn,0,(phen) ]** reduced —141.7 —106.2 —139.9 3.006 12.116
full —131.9 —98.9 —130.4 3.017 12.119 —1479
[Mn,0,(0Ac)(bpea),]* reduced —24.5 —18.4 —24.3 3.028 12.098
full —36.0 —27.0 —35.7 3.022 12.099 —124h
[Mn,0,(OAc)(Mesdtne)]3+ reduced —335 —25.1 —33.2 3.035 12.118
full —37.5 —28.1 —37.2 3.032 12.117 —1007
[Mn203(Mestacn),]2™ reduced —381.7 —286.2 —375.5 2.963 12.110
full —382.7 —287.0 —376.4 2.958 12.109 -390/

2 Jag model defines geometry of compound used in calculations, where “full” denotes whole compound and “reduced” denotes the smaller
size model of it. » Jag evaluated using eq 2. ¢ Jag evaluated using eq 3. ¢ Jxg evaluated using eq 4. € Jag experimental data taken from ref 23,
f Jag experimental data taken from ref 24. 9 Jxg experimental data taken from ref 25. 7 Jag experimental data taken from ref 26. / Jag experimental
data taken from ref 27. / Jag experimental data taken from ref 28. ¥ Calculations carried out using B3LYP exchange-correlation functional and
Ahlrich’s VTZ basis set.

BS-DFT and Heisenberg Hamiltonian states and is thus of
minor importance. With this reasoning we advocate the use
of medium size basis sets, like Ahlrich’s VTZ, in the
investigation of magnetic coupling in larger molecular
systems. Another practical argument for resorting to basis
sets of this kind is that they are more suited for efficient
calculations of large molecular systems with linear scaling
methods than large basis sets with polarization and diffuse
functions with small exponents which often lead to numerical
problems in that context. Therefore, based on the discussion
above we selected Ahlrich’s VTZ basis set for all remaining
calculations of the Heisenberg exchange constants in the
dinuclear manganese complexes investigated in this paper.
B. General Trends in Heisenberg Exchange Constants.
The results of the calculations of the Heisenberg exchange
constants between N centers in dinuclear manganese
complexes along with available experimental data are sum-
marized in Table 3. Comparison of these results indicates
that theJag computation schemes proposed by L. Noodleman
(eq 2) and M. Nishino et. al. (see eq 4) allow for obtaining
a good agreement between calculated and experiméatal
values for [MnO.Cly(bpea)]?" (Figure 2), [MnO,(phen)]**
(Figure 3), and [MpO3(Mestacn}]?* (Figure 6) compounds.
The opposite situation is encountered for &g(pic)s (Figure
1), where the best agreement between calculations and
experiment is obtained by employing tldgs evaluation
scheme given by eq 3. For the remaining two compounds
with a bisf-oxo)(u-carboxylato) core, namely [M@,-
(OAc)(bpea)]®" (see Figure 4) and [MiD(OAc)(Mes-
dtne)P* (see Figure 5), all three schemes for calculations of
Heisenberg exchange constants perform poorly and severely
underestimate the experimentils numbers (in terms of  /9uré 2. [Mn;O.Cly(bpea)sJ** compound and the reduced
absolute values). In line with previous observations, for M°del of this compound.
positively charged complexes with his¢xo) and tris¢-oxo) centers are less pronounced, and consequently the overlap
cores we observed a good performance oflfageevaluation between magnetic orbitals of the Mrcenters is stronger.
scheme proposed by L. Noodleman (eq 2) as these com-This in turn leads to good performance of the Heisenberg
pounds feature well localized unpaired electron orbitals on exchange computation scheme given by eq 3, which has been
the MV centers in these complexes, which is a necessarydesigned for this particular bonding situation between
condition for good performance of this computational localized spins. The breakdown of all thrégs constant
scheme. For investigated neutral complexes withubes(0) schemes observed for manganese complexes wijhts()-
core, the localization of the unpaired electrons on manganesgu-carboxylato) core can probably be attributed to delocal-
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Figure 4. [Mn,0,(0OAc)(bpea),]** compound and the reduced
model of this compound.

Figure 3. [Mn,0,Cly(phen),]** compound and the reduced
model of this compound.

ization of the unpaired electrons over both 'Mnoenters in

the high spin state, which is caused by the OAc ligand
binding to the manganese centers. Limitations Jag
evaluation schemes employed in our calculations are well-
known for compounds with a delocalized high spin state,
and detailed discussion of this problem can be for example
found in ref 14. Finally, we note that the Heisenberg
exchange constants evaluated using the scheme of state
mapping proposed by M. Nishino et. al. closely follow the
results obtained by the Noodleman scheme in agreement with
the behavior withessed in other investigationslgf. Here

it is worthwhile also to note that this scheme, according to
their authors, should be able to take into account the specifics
of the bonding character in the molecule under investigation
and therefore hypothetically should lead to results similar
to the ones obtained with the third scheme (eq 3) fop®n  Figure 5. [Mn;O5(OAc)(Me.dtne)]** compound and the
(pic)s. However, our calculation results presented in Tables réduced model of this compound.

2 and 3 as well as the results of previous calculations by momentum value evaluated using KehBham orbitals is
Soda et al. do not support this claim. This discrepancy canrather inaccurate (a detailed discussion of this topic can by
most likely be explained by the fact that the total spin angular found in ref 20). Therefore, based on these arguments, and
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Noodleman and Nishino et al. This is expected as the
denominator in these schemes is smaller than the one in the
third case (see eqs—2). The differences between the
Heisenberg exchange constants obtained using the full scale
compound and its model geometries are severely pronounced
for the complexes with a big{oxo)(u-carboxylato) core. The

use of the reduced compound model then leads to underes-
timation of the absolutdag values up to 40%. A behavior

of this kind is consistent with the assumed delocalization of
the unpaired electron orbitals over both Maenters, since

in this case our procedure to build the reduced models leads
to larger deviations between electronic structures of the real
and the model compounds. Therefore, this finding indirectly
supports our claim that the BS-DFT approach fails to predict
the Heisenberg exchange constant related to the delocaliza-
tion of unpaired electron orbitals over both manganese
centers. It also follows that for dinuclear manganese com-
plexes with well localized spins the use of smaller model
compounds, which mimic the bonding situation of the
manganese centers by replacing large ligands with suitable
smaller ones, leads to only slight changes in the values of
Heisenberg exchange constants. Consequently, one can

Figure 6. [Mn,Os(Mestacn),J>* compound and the reduced recommend to employ such model compounds in order to
model of this compoound. reduce computational cost and to gain insight.

in our opinion, the use of mapping schemes proposed by .
Noodleman and by Ruiz are more justified than the one of |V- Conclusion
M. Nishino et. al. in connection with BS-DFT calculations. This work presents a systematic investigation of the perfor-
From a quantitative point of view, our numerical results for mance of broken symmetry density functional theory for
Mn,O,(pic)s, [Mn,0:Clx(bpea)]?, [Mn,Ox(phen)]**, and evaluation of Heisenberg exchange constants in dinuclear
[Mn,Ox(phen)]** are in good agreement with experimental Mn"V—Mn"'" compounds. We selected for exploration a
data, where the largest deviation is less than 10'dfrone number of complexes with three different arrangements of
employs the most suitablag computation scheme for each  the MV centers, namely bigfoxo), bisf:-oxo)(u-carboxy-
compound, i.e., eq 2 or eq 3. In the above-described resultsato), and tris¢-oxo) cores, to cover different bonding
thus evidence that a reliable mapping scheme between thecharacteristics occurring between these centers and in this
states obtained with the BS-DFT approach and the Heisen-way assess the performance of the BS-DFT approach with
berg Hamiltonian states is a key required for accurate respect to these characteristics. Apart from investigating the
evaluations oflag constants. On the other hand, a selection suitability and accuracy of the BS-DFT approach for these
of suitable mapping schemes for particular molecular systemsmanganese complexes we also aimed to design recipes for
can by no means be done automatically. It requires detailedreliable calculations of Heisenberg exchange constants on
information on electron density and orbital localization in molecular systems of this kind.
order to deduct which of the schemes for the Heisenberg The results of our investigation emphasize the importance
exchange constants will give accurate results and will be in of the mapping between broken symmetry, high spin, states
line with the correct picture of the physical interaction in obtained with the unrestricted DFT formalism and states of
the molecular system. the Heisenberg exchange constants, which has been observed
Apart from the results of the calculations of the Heisenberg in earlier works devoted to the evaluation g constants
exchange constants for full size dinuclear manganese com-with the BS-DFT approach. A selection of an appropriate
plexes, we also present in Table 3 calculation results for mapping scheme is found crucial for a reliable evaluation
reduced model systems of these compounds. The modelf Heisenberg exchange constants, where the scheme pro-
systems, which mimic the full size dinuclear manganese posed by L. Noodlemdhis well suited for weak bonding
compounds, have been designed according to the recipebetween the MM centers, while the scheme advocated by
described in the Computational Details section and are in E. RuiZ” based on Noodleman’s work is more acceptable
Table 3 marked as “reduced”. For the MarMn"V complexes for the opposite situation. However, as we witnessed in the
with bis(u-ox0) and trisg-oxo) cores, the differences between case of compounds with a hispxo)(u-carboxylato) core
the Heisenberg exchange constant computed employing thenone of the testedlas evaluation schemes is adequate,
full size compound (denoted in Table 3 as “full”) and its probably due to delocalization of the unpaired electrons over
reduced model geometries are small, with the largestthe two manganese centers. This example indicates that the
deviation not exceeding 5 crh Furthermore, the effect on  BS-DFT approach cannot straightforwardly be applied in
Jas going from the full scale compound to its model is more investigations of magnetic coupling if the unique features
pronounced in thelag evaluation schemes proposed by of electronic structure of each molecule under investigation
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is not carefully considered. Based on the calculation results (5) Bertini, I.; Luchinat, CCoord. Chem. Re 1996 150, 1-28.
presented in this paper, we recommend using the Noodleman gy nagao, H.: Nishino, M.: Shigeta, Y.: Soda, T.; Kitagawa,
or Ruiz/Noodleman schemes for computations of Heisenberg Y.; Onishi, T.; Yoshioka, Y.; Yamaguchi, KCoord. Chem.
exchange constants, while the scheme of Nishino does not Rev. 200Q 198 265-295.

seem to be well suited for unrestricted DFT due the general
inability of the Kohn-Sham method to evaluate expectation
values of the total spin angular momentum operator. Fur- (8) Mukhopadhyay, S.; Mandal, S. K.; Bhaduri, S.; Armstrong,
thermore, we advocate the use of the B3LYP exchange- W. H. Chem. Re. 2004 104, 3981-4026.

(7) Yakhmi, J. V.Macromol. Symp2004 212, 141-158.

correlation functional in combination with Ahlrich’'s VTZ (9) Soda, T.; Kitagawa, Y.; Onishi, T.; Takano, Y.; Shigeta, Y.;
basis set; this combination indeed allowed an accurate Nagao, H.; Yoshioka, Y.; Yamaguchi, IChem. Phys. Lett.
reproduction of experimentalag values for most of the 2000 319, 223-230.
investigated compounds. (10) Neese, FJ. Phys. Chem. So2004 65, 781-785.

Another important issue addressed in this paper is the (11) caballol, R.; Castell, O.; lllas, F.; Moreira, I. de P. R.;
effect of long-range interactions for evaluation of Heisenberg Malrieu, J. P.J Chem. Phys. A997 101, 7860.

exchange constants. On one hand we showed that it is
possible to build reduced model compounds of manganese
complexes by substituting large ligands with suitable smaller (13) Ruiz, E.; Rodriguez-Fortea, A.; Tercero, J.; Cauchy, T.;
ones without affecting the magnetic coupling between the Massobrio, CJ. Chem. Phys2005 123 074102.

Mn'V centers. The success of this methodology indicates that (14) Noodleman, L.; Peng, C. Y.; Case, D. A.; Mouesca, J. M.
only the closest environment of the Mncenters have Coord. Chem. Re 1995 144, 199-244.

significant effects on their electronic structure due to a (15) Noodleman, L.: Lovell, T.; Liu, T.; Himo, F.; Torres, R. A.
localized nature of the unpaired electron orbitals. However, Curr. Opin. Chem. Biol2002 6, 259-273.

in the case of extended molecular systems the electronic
structure of the ligands can be significantly dependent on
their surrounding, that also leads to changes in electronic
structure of the manganese centers. The design of reliable (17) Ruiz, E.; Cano, J.; Alvarez, S.; Alemany, . Comput.
reduced model compounds is evidently not straightforward Chem.1999 20, 1391-1400.

in such cases, and one can recommend reduced model(18) Noodleman, L.; Norman, J. G. Chem. Phys1979 70,

(12) Noodleman, LJ. Chem. Phys1981, 74, 5737-5743.

(16) Ciofini, I.; Daul, C. A.Coord. Chem. Re 2003 238—239,
187—2009.

compounds only for molecular systems in which each 4903-4906.

localized spin center has a well distinguished set of ligands. (19) Nishino, M.; Yamanaka, S.; Yoshioka, Y.; Yamaguchi, K.
Another aspect related to the evaluationJgf constants in J. Phys. Chem. A997 101, 705-712.
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Abstract: The mode of action of many pest or disease control agents involves inhibition of
some metalloenzyme that is essential for the survival of the target organism. These inhibitors
typically consist of a functional group that is capable of a primary binding interaction with the
metal and a scaffold that is capable of secondary interactions with the remainder of the enzyme.
To characterize the binding ability of various metal binding groups (BGs), we have performed
electronic structure calculations on ligand displacement reactions in a model system related to
the metalloenzyme, peptide deformylase: E-M—R + BG — E—M—BG + R. Here E represents
a model coordination environment for the metal M, and R is a reference ligand (e.g., water) that
may be displaced by a metal binding group. Since the oxidation state of many of the metals
considered allows for multiple spin states, we also studied the influence of spin state on the
coordination environment. Qualitative considerations of electronic structure inspired by the
calculations provide an understanding of binding energy trends across a variety of ligands for
a given metal and across a variety of metals for a given ligand.

Introduction coordinating ligands including wat@rthe tripeptide, Met-

Many biologically active molecules act by binding to a metal Ala-Ser? hydroxamic acids such gbsulfonyl- andg-sulfi-

ion. Some act as ionophores by transporting metals acrosgylhydroxamic acid$; and actinonit?-*°as well as carbox-
membranes Others act as inhibitors of metalloenzymes by Ylates exemplified by matlystatin analogués.

binding a metal at the active site® In this report we describe We have been interested in designing selective PDF
the application of electronic structure calculations to study inhibitors as herbicide:4To facilitate such a design effort,
metal binding in model systems related to metalloenzymes g petter understanding of the nature of the interaction between
such as peptide deformylase (PDF). PDF catalyzes themetal center and the metal binding group of a potential
deformylation of the initial methionine of a nascent polypep- inhibitor is critical. A close-up view of the active site of
tide and is a validated target for both antibiofiand  7,_ppp from E. coliis illustrated in Figure 1. The enzyme
herbicides: Crystal structures have been reported fore  qqinytes three ligands to the tetrahedral coordination

o o .
coli enzyme %01';"[3'”'”9 three different metal cofactors gonere of the zinc: two histidines and a cysteine. The fourth
Fe(ll),*#% Ni(l1), ®*+-*2 and Zn(llf and a variety of metal ligand in this structure is a water molecule.

i _ _ The calculations reported below address structural and spin
Correspsnglrég guthor?e(-jma_ll.l LA_'JUN('jZHE’l\'CZ@UDSQ'E”pO”;' state preferences for a simplified model of the active site of
com (¥.-J.2.); e-mail: daniel.kleier@drexel.edu (D-AK)and ‘pne i \hich the three amino acid residues are replaced by

phone: (215)895-1861. Corresponding author address: Depart- . .
ment of Chemistry, Drexel University, Disque Hall, Room 305, a tridentate ligand. These preferences are assessed as a

3141 Chestnut Street, Philadelphia, PA 19104-2875 (D.AK.). function of metal type (Fe(ll), Co(ll) and Nill), Zn(Il)). In
t Current address: DuPont Central Research and Developmentaddition, we evaluate the ability of other metal binding
Wilmington, DE. groups to displace the water from the model structures.

10.1021/ct050192u CCC: $33.50 © 2006 American Chemical Society
Published on Web 05/11/2006
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had been reported in the literatéfrat the time we began
this study, and the B3LYP functional was known to do very
well for the main group reactiorf§ The extensive experience

of one of the authors (K.D.D.) with many different main
group and organometallic systems led to the conclusion that
differences between BP86 and B3LYP structures are minor
while using the DGDZVP basis setsBuilding on this same
experience, the reaction entropy, enthalpy, and free energy
values reported below were determined from B3LYP/
DGDZVP single-point energies on BP86/DGDZVP opti-
mized structures in combination with the zero-point energy
and vibrational thermal corrections (at 298.15 K) obtained
from the BP86/DGDZVP vibrational frequencies. This same

Figure 1. Detail of active site of Zn(ll)PDF according to protocol was also used for determining the free energy
Becker and co-workers.? differences,AG, between high- and low-spin states for
H H (PATH)M(II)Br complexes in Table 1.
9l A Gl N
S. | N~ S. [ .N_~
CH&,\{. + BG 3 CH{,\{ + H\O/H Results _ _ o
CH, N CH, N Influence of Spin on Conformation of Coordination
C|2H3 (';H3 Sphere.The arrangement of ligands around the metal in the

crystal structures of the Fe, Ni, and Zn forms of PDF is
roughly tetrahedral in nature. A similar arrangement is
observed in the crystal structures of the model (PATH)M-
Methods (I(BG) complexes;® one of which is illustrated in Figure

To rank order the coordinating ability of metal binding 3. In the model complexes the sulfide, tertiary amine
groups (BGs) we performed a series of computational studiesnitrogen, and pyridine nitrogen serve as surrogates for the
of their ability to displace water from the complex shown in corresponding atoms in the cysteine and a pair of histidine
Figure 2. The complex consisted of a metal dication (iron- residues of the PDF active site (see Figure 1).

(I1), cobalt (1), nickel(ll), or zinc(ll)) wrapped in a tridentate As shown in Table 1, our DFT calculations found the
spectator ligand 2-methyl-1-([methyl-(2-pyridin-2-ylethyl)- ~arrangement of ligands in the model (PATH)M(II)Br systems
amino]propane-2-thiolate, referred to as PATH for short. We to be spin dependent. When the geometries of the high-spin
chose the PATH ligand as our model system not only for states were optimized, a rough tetrahedral arrangement of
reasons of computational efficiency but also because of itsligands was generally found. In the low-spin states the
promotiort5 as a good structural mimic of the (His)(His)- optimized structures are better described as square planar.
(Cys) triad at the active site of metalloenzymes such as PDF Table 1 also presents the energy difference between high-
and because direct comparison with experiment was pos-and low-spin states for (PATH)M(I1)Br complexes. The high-

Figure 2. Water displacement reaction used to rank coordi-
nating ability of binding groups, BG.

siblel® spin tetrahedral conformation is favored according to the
Density functional methods have been the method of calculations for all the (PATH)M(II)Br complexes but only
choice for many modeling studies of metalloenzyrifesll by a relatively modest 6.7 kcal/mol for the Ni(ll) complex.

calculations reported in this paper were performed with the Thus, it is, perhaps, not too surprising that a recent
density functional theory (DFT) methods as implemented crystallographic investigation has revealed square planar Ni-
within the Gaussian 03 suite of prografigach molecular ~ (Il) centers in thedimerof (PATH)Ni(l1)Br.*>¢On the other
structure was first optimized using the BP86/DGDZVP hand, spectroscopic evidence for the (PATH)Co(ll)Br com-
method. The optimized structure was then used in subsequenpléx supports a high-spin tetrahedral ground $tatensistent
analytic vibrational frequency calculations at this same level With predictions of the calculations.
of computation in order to ensure that the structure was The structures of the optimized quartet and doublet
indeed at a minimum on the potential energy surface. The (PATH)Co(Il)Br complexes are illustrated in Figure 4. The
pure BP86 functional-'8was chosen mainly because of its quartet state optimized to the cis diastereomer in which the
enhanced performance for optimization and vibrational N—CH; and bromide are on the same side of the fused 5,6-
frequency calculations compared to B3LYPPure func- membered chelate ring system. Both tNemethyl and
tionals are able to take advantage of using density fitting bromide groups are pointing toward the reader in Figure 4.
basis sets which expand the density in a set of atom-centeredn addition to a flatter arrangement of ligands about the
functions when computing the Coulomb interaction instead cobalt, the optimized doublet structure has shorter bonds
of computing all of the two-electron integralsDGDZVP between the metal and the pyridine;jMdind tertiary amine
basis sefd are all-electron, doubl&valence polarized basis  (N2) nitrogens ¢[N1:—Co] = 1.96 A, d[N,—Co] = 2.03 A)
sets which were optimized specifically for DFT methods. as compared with the tetrahedral quartet structdfi,(—
From the outset of this study, we initially used the B3LYP Co] = 2.01 A, d[N,—Co] = 2.13 A).
functional for binding energy analysis, since no generally  Calculated geometric parameters for the high-spin (PATH-
accepted protocols for transition-metal reaction energetics)Co(ll)Br and (PATH)Zn(l1)Br complexes are compared with
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Table 1. Arrangement of Ligands and Relative Free Energies, AG, of DFT Optimized Geometries for (PATH)M(II)Br
Complexes in High- and Low-Spin States

assigned optimized assigned optimized AG (high spin — low spin)
metal multiplicity geometry multiplicity geometry kcal/mol
Fe(ll) quintet tetrahedral square planar —-18.5
Co(ll) quartet tetrahedral square planar —16.6
Ni(ll) triplet tetrahedral square planar —-6.7
Zn(Il) singlet tetrahedral

Figure 3. Crystal structure of (PATH)CoBr from Chang et
al.’®> The positions of the hydrogen atoms have been sup-

pressed for clarity.

Figure 4. Comparison of optimized geometries for quartet
(left) and doublet (right) (PATH)Co(ll)Br.

Table 2. Calculated and Experimental Geometric

Parameters for Quartet (PATH)Co(l1)Bra

bond length calcd exptl bond angle calcd exptl
Co—Ngy 2.01 2.04 S—Co—N; 911 91.9
Co—Ng3 2.13 2.09 N;—Co—N3 101.0 100.2
Co—S 2.20 2.23 N1—Co—Br 108.9 103.5
Co—Br 2.36 2.38 No—Co—Br 113.8 116.4
S—Co—N; 112.0 119.7

S—Co—Br 126.3 1229

2 |n this table N1 refers to the nitrogen of the pyridine ring, and N2

is the tertiary amine nitrogen.

Table 3: Calculated and Experimental>® Geometric
Parameters for (PATH)Zn(ll)Br2

bond length calcd exptl bond angle calcd exptl

Zn—N1 2.13 2.06 S—Zn—N; 90.2 92.9
Zn—Nz 2.23 2.11 N1—Zn—N> 96.7 99.3
Zn—S 2.28 2.26 N1—Zn—Br 102.0 102.2
Zn—Br 2.39 2.38 N2—Zn—Br 112.0 116.0

S—Zn—N; 113.9 120.9
S—Zn—Br 135.2 123.3

2 |n this table N1 refers to the nitrogen of the pyridine ring, and N2
is the tertiary amine nitrogen.

calculated geometry revealed that the optimized conformation
of the folded 5,6-membered chelate ring system is quite
similar to that observed in the crystal structure. This
conformational similarity can be appreciated by comparing
the quartet structure on the left-hand side of Figure 4 with
the experimental structure appearing in Figure 3. The
conformation of the six-membered chelate ring in both the
experimental and the optimized structure is a twist boat with
the Co and an opposing methylene at the bowsprits. In both
structures the conformation of the five-membered chelate ring
places the exo methyl in an axial orientation and relatively
close to theN-methyl group. It should be noted that at least
one other energetically accessible conformation was discov-
ered during the course of this work for the folded 5,6-
membered chelate ring system. In this conformation the six-
membered ring is closer to an idealized boat, while the five-
membered ring assumes a conformation that places the exo
methyl group in an equatorial orientation. Depending some-
what on the fourth ligand, this alternative conformation is
calculated to be 34 kcal/mol higher in energy.

Metal Chelating Ability of Alternative Metal Binding
Groups. Hydroxamic acida*! andN-acylhydroxylamine
have been the metal binding groups of choice for peptide
deformylase inhibitors. We sought to understand the potential
for alternative functional groups to substitute for hydroxamic
acids by examining the optimized structures of their com-
plexes with the metals in the model coordination systems
and comparing computed enthalpies for the water displace-
ment reaction shown in Figure 2. The water displacement
calculations were performed on the high-spin complexes,

those reported for the crystal structures in Tables 2 and 3,since the tetrahedral geometries realized for this spin state
respectively. Key trends for distances and angles that involveare more representative of the coordination sphere observed
the metal seem to be captured by the calculations (e.g., theby X-ray crystallography for both the (PATH)M(I)Br
ordering of bond distances and bond angles). The greatestomplexes and the active site of PDF. The 5- and 6-mem-

discrepancies are the 8ifference for the SCo—N; bond
angle in the Co complex and the °1@ifference in the

bered chelate rings maintained the optimized conformation
described above for the (PATH)Co(I)Br high-spin

S—Zn—Br angle in the Zn complex. Examination of the complex.
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Table 4. Calculated Thermodynamic Parameters for Displacement of Water from (PATH)M(II)(H,O) Complexes by Various
Metal Binding Groups (MBGSs)?2

Metal— Fe Co Ni Zn
Binding
Group | AS |AH|AG|AS|AH|AG|AS|AH|AG|AS |AH|AG
)
Cpd. 1 __H

OYN\CH -10.1{-12.7] -9.7 |-12.0|-12.8| -9.2 |-12.4| -9.8 | -6.0 |-12.7|-13.1|-9.3
3

OYN\CHS -6.6 |-13.7|-11.8|-10.1|-14.2|-11.2|-11.0|-11.3| -8.1 |-11.6|-14.1|-10.7

OYOH 17100 05(-55]-06|10]-55]00|16|-45|01 |14

OYN\H -6.1 |-13.0]-11.2| -9.4 |-13.5|-10.7| -6.8 |-10.8| -8.8 | -9.6 |-13.6|-10.7

-10.1{-15.0{-12.0| -9.8 |-13.7|-10.8|-13.8|-13.9| -9.8 | -9.1 |-13.0|-10.3

Cpd. 7

H
N
Sg\_/\\N -9.7 |-17.0|-14.1| -8.8 |-17.8|-15.2| -9.7 |-15.2|-12.3|-11.6|-19.5|-16.0|
N
|

CH,

a Entropy changes are in cal/mol. Enthalpy and free energy changes calculated at 298 K are in kcal/mol.

Calculated binding energies and entropies relative to watercompare such anionic binding groups with the neutral ones
are presented in Table 4, and binding enthalpies are plotteddescribed here.
as a function of metal in Figure 5. Of the four metals
considered, binding is generally weakest to the (PATH)Ni- . .
(1) complex and similar in strength for coordination to the acylhydroxylamine and hydroxamic aC|d.compIexes re"‘?a'ed
other three metals. Of the neutral complexes considered, the’0Me unexpected resglts. Instead of bldeptatg chelat|on'of
thiotriazolinone (compound 7 plotted in orange) generally the metal as obse_rved in P_DF coc_:rystals v_wth ligands of this
binds best to all (PATH)M(I1) complexes, followed closely type, the calculations predict a single dative bond between
by the N-acetylhydrazine (compound 5 in green), the the carbonyl oxygen of the binding group and the metal of
N-acetylhydroxylamine (compound 4 in red), and tKe the model system. Instead of forming the expected second
acylN-methylhydroxylamines (compounds 1 and 2 in blue dative bond with the metal, the hydroxyl group of these
and black, respectively). ligands spun around the-ND axis to donate a hydrogen

Although neutral acetic acid is not predicted to be a bond to the nearby negatively charged sulfide of the PATH
particularly strong binder, the anion is a different story. Itis ligand (See Figure 6). Interestingly, a bidentate interaction
off scale because of the strongly stabilizing electrostatic with the metal is realized for the (PATH)Fe(IN{acetylhy-
interaction with the positively charged metal. It will be drazine) complex as shown in Figure 7 but at the expense
necessary to take account of desolvation in order to reliably of losing the hydrogen bond with the sulfide.

Examination of the optimized structures for thé
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Figure 5. Binding strength (—AH for water displacement) for neutral binding groups as a function of metal.
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Planar
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Figure 6. Optimized structures illustrating hydrogen bonding e Y
for (PATH)Co(Il)(N-formyl, N-methylhydroxylamine) (com- m =
—_— C‘O J—

pound 1, left) and N-acetylhydroxylamine (compound 4, right). i o L"n/ Cﬁ
Ve F A

Figure 8. Walsh diagram for a tetrahedral to square planar
conversion of a high-spin quartet Co(ll)L, complex. The high-
spin quintet state of the Fe(ll) complex would have one less
electron in the next to lowest of the depicted orbitals, whereas
the high-spin triplet of the Ni(ll) complex would have one
additional electron in the middle or third level orbital. In all
three high-spin cases the highest of these five orbitals is singly
occupied.

1) can be understood on the basis of a Walsh diagram for
the frontier orbital®® of a generalized M(II)l. complex
(Figure 8). In this qualitative picture, the geometry of ML

) . ) . systems is attributed in large part to the behavior of the
zine) complex. Bond distances shown in green are in ang- highest of the sinal ied | | bitals (SOMO
stroms. Bond distance to iron from the carbonyl oxygen of Ighes 0. € S!ng y occupied molecular or .I als ( S).'
ligand is 2.12 A. For the hlgh-s_pm states,_ the energy of the hlghes_t SOMO is
expected to rise dramatically as the tetrahedron is flattened
due to increased antibonding character. This orbital is not
occupied in the low-spin states, and the square planar
Geometries and Spin States.The general agreement structure is thus expected to be the more stable for the triplet
between the calculated and experimentally determined Fe(Il), doublet Co(ll), and singlet Ni(ll) complexes (see
geometries of the (PATH)M(II)Br complexes (Tables 2 and Table 1).
3, Figures 3 and 4 left) builds confidence in the calculated  Alternatively, the Walsh diagram can be used to anticipate
binding trends reported here. Many of the predictions are the spin states for scaffold enforced tetrahedral and square
also supported by qualitative considerations of molecular planar arrangements of ligands. In case of an enforced
orbital intereactions. For example, the preference for a tetrahedral arrangement of ligands, Hund's rule would
roughly tetrahedral arrangement of ligands in the high-spin anticipate a high-spin configuration for the partially filled
states of the Fe(ll), Co(ll), and Ni(ll) complexes (see Table set of three degenerate orbitals (i.e., quartet state’f@od

Figure 7. Optimized structure for (PATH)Fe(N-acetylhydra-

Discussion
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Binding Trends across Ligands.Trends in the calculated

reaction enthalpy across the spectrum of ligands listed in

Table 4 can also be understood in terms of traditional

bonding concepts. For example, the electron releasing

property of a methyl group relative to a hydrogen atom can

account for enhanced stability predicted for compound 2

relative to compounds 1 and 4. The alternate metal coordina-

—_— @@ tion scheme found acetylhydrazine complexes (compound

A 5), compared with complexes formed with the acetylhy-

A droxylamine ligand (compound 4), can be attributed to a
neES combination of enhanced basicity and decreased hydrogen

‘f‘ bond acidity of an amino group relative to a hydroxyl group.
The terminal amino group of the acetylhydrazine thus forms

+ a dative bond with the metal, while the corresponding
acetylhydroxylamine donates a hydrogen bond to the sulfide

of the PATH ligand rather than interact with the metal. It is
interesting that metal dependent shifts between bidentate and
monodentate metal binding have been observed for the

formate ligand in PDF. In iron and cobalt PDF, bidentate

metal binding that involves both formate oxygens is ob-
served, while in Zn PDF monodentate binding of one oxygen

SOMO(ML4)

Figure 9. Interaction diagram for 7*(O=C) orbital of a &

acceptor ligand and one of the metal SOMOs in a high-spin to the metal and hydrogen bonding of the other oxygen to
tetrahedral ML, complex. The energy gap between ligand 7*- the protein backbone is observ&d.

(O=C) orbital and SOMO(ML4) will determine the degree of It should be noted that the hydrogen bond predicted
stabilization of SOMO of the complex due to back-bonding. between the hydroxyl group of the hydroxamic acids and
In Zn(1l) complexes, the lower of the orbitals of the complex the basic sulfide of the PATH ligand in the (PATH)M(II)-
would be doubly occupied. (hydroxamic acid) complexes may not be present in the

(PDF)M(I1)(hydroxamic acid) complexes. In (PDF)M(II)-

(1) complexes and a triplet state fo? dli(ll) complexes). (h ; :

. ydroxamic acid) complexes, the hydroxyl group of a
On the other hand, a square planar arrangement of ligands s : . .- :
would favor low-spin @ (i.e., doublet Co(ll)) and &i(i... properly positioned hydroxamic acid can participate in a

. . dative bond with the metal ion of the enzyme and simulta-
singlet Ni(ll)) complexes. neously donate a hydrogen bond to a second base at the
The conformation of ligands about the metals in (PDF)M- y ydrog

(IN(BG) enzyme cocrystals is typically tetrahedfalhe active s_ﬁe, wh|_ch |_s.n0t represented in our model system.
framework of the enzyme itself probably plays a role in Despite the simplicity of our model system when compared

enforcing this geometry and increasing the likelihood that With the actual (PDFyNi(ll) active site, experimental
the metal ions are in a high-spin state. measurements of PDi enzyme inhibitiofi are consistent

Binding Trends across Metals A qualitative understand- with many of our results including the high binding strength
ing of the trends in the calculated enthalpies of water calculated for theN-formylhydroxylamine (compound 1,
displacement across the spectrum of metals (Table 4 andTab|_e 4) and_hy_droxam|c acid (compound 4) and the
Figure 5) can be offered in terms of traditional concepts of relgtwely low binding strength calculated for the carboxylic
metal to carbonyl back-bonding. Figure 9 is an orbital @cid (compound 3) and thiol (compound 6). On the other
diagram for the stabilizing back-bonding interaction expected Nand, the N-acetylhydrazine (compound 5), which we
between the SOMO of a tetrahedrally coordinated high-spin calculated to be the penultimate metal binder among the BGs
metal and the LUMO of a-acceptor ligand (e.g., carbonyl studied, is 200 times less active as an enzyme inhibitor than
group). This stabilizing interaction is expected to weaken in the corresponding hydroxamic acid (compound 4).
proceeding across the transition metals from Fe(ll) to Co-

(1) to Ni(ll) due to the increasing energy gap between the Conclusions

m*(O=C) orbital and the SOMOs as the latter drop in energy.
The weakening of this back-bonding interaction may account
for the decreasing exothermicity for water displacement by
mr-acceptor ligands in the order

Discovering an effective alternative to the hydroxamate metal
binding group is a goal of both medicinal and crop protection
research. The results discussed demonstrate the value density
functional methods as a tool to be used in this quest. When
—AH(Fe(Il)) &~ —AH(Co(Il)) > —AH(Ni(l1)) coupled with qualitative molecular orbital reasoning about
binding interactions, DFT calculations provide both insight
Although the energy gap is expected to widen even further and numbers that are of use in our exploration for alternative
upon passing to Zn(Il) complexes, the presence of two rathermetal binding groups. The calculations are also sensitive in
than one electron in this back-bonding HOMO of the a meaningful way to the spin state of the metal at the binding
complex may account for the reversal in the downward trend site, a feature that may well be critical to ligand design and
in binding strength. the understanding of biochemical inhibition assay results.
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Supporting Information Available: Tables of geo-
metric parameters for quartet (PATH)Co(ll)Br (Table S1)
and singlet (PATH)Zn(I1)Br (Table S2) calculated at both
the BP86/DGDZVP and B3LYP/DGDZVP levels. This
material is available free of charge via the Internet at http://

pubs.acs.org.
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Abstract: We have reinvestigated CUNO, and Cu*NO; at ab initio as well as at pure and hybrid
DFT levels of approximation employing large ANO basis sets. The systems were fully optimized
using the CCSD(T), QCISD(T), BPW91, PBE, PBEO, and B3LYP methods. Several stationary
points (minima and transition structures) were found on the related potential energy surfaces
(PES). The C,, bidentate #2-0,0 isomer is calculated to be the most stable species on the
CuNO; PES, followed by two monodentate isomers—the Cs 71-O and C,, n'-N species which
are higher in energy by 12 and 14 kcal/mol, respectively, at CCSD(T)/Basis-Il (where Basis-II
is 21s15p10d6f4g/8s7p5d3f2g for Cu; 14s9p4d3f/5s4p3d2f for O and N). On the Cu™NO;, PES,
the Cs monodentate #*-O trans (0 kcal/mol) and cis (43 kcal/mol at CCSD(T)/Basis-Il) isomers
are found, followed by the C,, monodentate #*-N isomer (+14 kcal/mol at CCSD/Basis-Il). In
contrast to the pure DFT, the hybrid DFT methods perform reasonably well for predicting the
relative stabilities (except for #1-N of CuUNO,) and structures; however, their predictions of the
bond dissociation energies are less reliable (for CuNO, the difference is as much as 10 kcal/
mol compared to the CCSD(T) values). The performance of the QCISD(T) method was analyzed,
and, furthermore, the issue of symmetry breaking was investigated.

1. Introduction Sodupe at al® studied the bonding of N{to Cu and Ag

Nitrogen oxides are important industrial pollutants which can Using the MP2 and DFT methods in conjunction with
be removed from air by a selective catalytic reducti@CR) moderate basis sets. The energy calculations were refined
on transition-metal zeolites. Copper is often employed in by MCPF, CCSD(T), and QCISD(T) single point calcula-
these processé&sé Furthermore, it was demonstrated in many tions. Three isomers of CuN@vere found>—the most stable
studies that the monovalent €ion is the core of the active  C,, bidentate?-O,0 isomer, theCs monodentate;*-O
sites of copper zeolite catalys$ts? The mechanism of the  isomer, and the least stab®, monodentate;*-N isomer.
SCR is not fully understood yet. However, it is plausible to  Only moderately sized basis sets of DZ quality were used
assume that a key role is played by the CuNOmMplex. in the studyt®> and thus the calculated relative energies of
There are different way%in which NG, can coordinate  the isomers differed significantly depending on the levels
to Cu or Cu. NO, can act as a monodentate ligand and of approximation used. In some cases, also sizable differences
coordinate through either Gj{-O coordination) or N#*-N (up to 24 kcal/mol) between CCSD(T) and QCISD(T) were
coordination). It can also act as a bidentate ligand and interactoptained and attributed to an unsound estimation of the triple
with the copper via either two O atomg*O,0 coordination)  excitations!® Similar conclusions had already been drawn
or O and N atoms/-O,N coordination). Several theoretical  for CuCH, by Frenking at al® who reported “dramatic
studies of the CuN®system in the gas phase’® and failure” of the QCISD(T) method. However, it was shown
zeolites®*® have been published. later° that this failure of the QCISD(T) method, which is
reflected in the flawed bond energy, is due to the inferiority
Corresponding author e-mail: stepan.sklenak@jh-inst.cas.cz.  of the QCISD method itself rather than due to the failure of
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the perturbative estimate of connected triple excitation CCSD(T)  2.0675
contributions (T). It will be discussed later in this paper that 8.5,25[’“) 3;??;1% O
the CuNQ and CuNO; systems suffer from similar PBEO%g \
problems, and, in some cases, symmetry breaking leads to 11339< N
further problems in evaluation of physical-chemical proper- Cu iz
ties. \ 12615

Sauer at at® studied the structure and stability of Gu 120.0 (Cay) 12280
NO; in the gas phase and in the ZSM-5 zeolite using the ’
B3LYP method. In the gas phase, they found three minima 1.1961
and two transition states on the ground stdfe @nd?A;) ::322
potential energy surface of CNO,. Then!-O trans isomer 109.1 1.1835
was calculated to be the most stable species.itH®@ cis }{23 N O
and #-N isomers are higher in energy by 2 and 10 kcal/ 111.2 ./112,5
mol, respectively. Sauer at ®lconcluded that the bonding /\ 13642 110
in Cu"NO; is mainly noncovalent and arises from the Cu——0O0 {;3“5);]‘ 112.4
interaction of the'S(d'9) state of Cu and the?A; ground e 1.3402
state of NQ. Further information on CINO, can be :ggg -0 (Co)
extracted from the recently appeared comparative study of ’ ®
Ducere at al* on the binding of N@ NHs, H,O, NO, N.O,
N2, and Q to Cu* and C@" at several DFT and ab initio 1.8972 @)

1.9031

levels. 1.8920 / 122.7

In the present paper we recalculate the [Cu, NJY© CU$N > 123
neutral and positively charged systems at the uniform CCSD- \ 123.9
(T) level of theory with large ANO basis sé¥s?? These 1333
calculations serve for evaluating reliable relative stabilities ; 1.2301
and interconversion profiles as well as benchmarks for the n'-N (Cy) 12151
most common DFT methods. Figure 1. Optimized structures of the #2-0,0 (a, top), n*-O

(b, middle), and #*-N (c, bottom) isomers of CuNO, at CCSD-

2. Methods (T)/Basis-Il, QCISD(T)/Basis-Il, PBE/Basis-Il, and PBEO/

) ) o Basis-Il. Bond lengths are in A and bond angles in deg.
All the studied species were fully optimized, and the

vibrational frequencies were determined using the MOLPRO 2p electrons of N and O were correlated in all the CCSD(T)
ab initio program packaggéemploying the Roos augmented and QCISD(T) calculations.
ANO basis set?in the contractions designated as Basis-l  |n addition, we also performed calculations using two pure
(Cu: 21s15p10d6f/6s5p4d2f and O,N: 14s9p4d/4s3p2d) and two hybrid density function theory metheeBPW9136
and Basis-Il (Cu: 21s15p10d6f4g/8s7p5d3f2g and O,N: PBES” and PBE®® B3LYP3% 4! respectively. The imple-
14s9p4d3f/5s4p3d2f) and obtained from the Extensible mentations of the unrestricted DFT methods were used for
Computational Chemistry Environment Basis Set Database,the open shell species. Moreover, the ACEXitogram was
Version 02/25/04* employed to test the stability of HF solutions and to calculate
The ab initio calculations were performed at the two the CCSD(TQ? energies as well as to obtain the CCSD
correlated ab initio CCSD(y2° and QCISD(T}>26:29.20 amplitudes which were checked for all the species to ensure
levels of theory as implemented in the MOLPRO program. that the systems are well described by a single reference
The open shell species were calculated using the spinconfiguration.
unrestricted (UCCSD(T)/ROHE32 and UQCISD(T)/RO-
HF13) methods. Some supporting calculations were per- 3. Results and Discussion
formed with the GAUSSIANO3 program packdgat the 3.1, CUNQ,. 3.1.1. Relative Stabilities and Structureswe
UCCSD(T)/UHF level. found three minima and two transition states connecting these
It was pointed out by Urban et &35that for the Cur- minima on the [Cu, N, g potential energy surface. The
OH, complex the triple excitations which follow from optimized structures of all the species of CuN&3 well as
correlating the 3pshell of Cu make a considerable contribu- of NO, and NG~ are given in Figure lac and Tables S1
tion in the vicinity of the minimum of the interaction and S2 of the Supporting Information.
potential. To investigate the effect of theS3hell of Cu on The C,, bidentate;?-O,0 isomer (Figure 1a) is calculated
the relative energies of the CuN@nd CuNO, species, we  to be the most stable isomer of Cubl&l all levels of theory
carried out single point CCSD and CCSD(T) calculations. (see also Figure 2 and Table 1) and represents a pronounced
However, the results showed that the effect of the 3p well on the related PES. Only slight differences in the
electrons on the relative energies is in the range of a few geometrical parameters can be observed depending on the
tenths of kcal/mol. Thus we decided to use the “frozen core” method used. Not surprisingly, there is good agreement
approximation as implemented in the MOLPRO program, between the QCISD(T) and CCSD(T) results, since both
i.e., only the copper 3d and 4s electrons as well as 2s andmethods are assumed to be more or less iderfticallhe
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Figure 2. Relative energies (in kcal/mol) of the CuNO; isomers and transition states at CCSD(T)/Basis-1l, QCISD(T)/Basis-II,

PBE/Basis-Il, and PBEO/Basis-II.

Table 1. Calculated Relative Energies (in kcal/mol) for All Minima and Transition States of CuNO,2

isomer basis set CCsD CCSD(T) QCISD QCISD(T) BPW91 PBE PBEO B3LYP
7?-0,0 Basis-I 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
7?-0,0 Basis-II 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
7N Basis-I 15.3 14.2 14.1 16.0 5.3 5.4 10.1 9.2
n*-N Basis-II 14.8 13.6 13.8 14.9 5.2 5.3 9.9 9.1
nt-0O Basis-I 11.4 11.6 9.3 15.2 10.0 105 12.3 10.8
nt-O Basis-II 11.8 12.1 10.2 14.8 10.1 10.5 12.2 10.7
7?-O,N (TS) Basis-I 16.9 16.2 16.7 16.6 15.0 15.2 15.8 15.9
7?-O,N (TS) Basis-II 16.4 15.7 16.3 16.0 15.0 15.3 15.7 15.9
nt-O (TS) Basis-I 15.6 16.1 14.7 18.3 16.2 16.6 17.2 15.7
nt-O (TS) Basis-II 15.9 16.5 15.3 18.2 15.9 16.3 16.8 154

2 The energy values include the electronic energy and zero point energy (ZPE). For the CCSD and QCISD levels, the ZPE values at CCSD(T)

and QCISD(T), respectively, are used.

largest CCSD and QCISD amplitudes (0.09 and 0.11) as welldistance, and, furthermore, also the orbital analysis reveals
as the values of the T1 diagnostic (0.030 and 0.037) arethat there is no significant contribution of the €N overlap

small.
It should be noted that the pure DFT calculated-Qu

to the bonding (vide infra). All the methods provided similar
structures. The calculated €® bond is uniformly shorter

bond lengths are slightly longer (0.04 A) than that at the than that in theC,, bidentaten?O,0 isomer reflecting a
CCSD(T) level, and the inclusion of the “exact HF exchange” larger covalent contribution to the bonding. The only
in the hybrid methods brings the ab initio and DFT results geometry parameter which significantly varies at the different
closer (difference of 0.02 A). It has been stated earlier that levels is the @,—N bond distance which spans the interval

the bonding between Cu and N@ the #2-0,0 isomer is
mainly ionic®® This ionic character of the metaligand bond
is reflected in the structure of the N@noiety that is very
close to that of N@ (r(N—0): 1.262 A; a(O—N—0):
116.#4 at CCSD(T)/Basis-ll) rather than to that of N®(N—
0): 1.198 A;a(0O—N—0): 134.F at CCSD(T)/Basis-Il).
The remaining two isomers on the neutral [Cu, N O

from 1.340 A (PBEO/Basis-ll) to 1.413 A (BPW91/Basis-
). The Q:,—N bond is significantly longer than the=ND
bond (by 0.17 A at CCSD(T)/Basis-Il) which, consistently
with the valence bond picture, has a character of a double
bond rather than a single bond. The calculateeN3-O bond
angle (113 at CCSD(T)/Basis-ll) is again much closer to
that of NO,~ than to that of N@ Thus, also in thig;*-O

PES are close in energy, and their relative order of stabilities isomer the bonding is dominated by the ionic character.
depends strongly on the level of theory used (see Figure 2 TheC,, monodentatg'-N isomer (Figure 1c) is calculated

and Table 1). Th&€; monodentatey’-O isomer (Figure 1b)

at CCSD(T) to be the least stable CuNi®omer (Figure 2

is the second most stable species at CCSD(T). The coppeland Table 1). The calculated structures are very similar at
acts as a monodentate ligand, and it is coordinated only toall the levels used. The calculated-® bond length (1.236

the oxygen atom. The calculated €N distance (2.627 A

A at CCSD(T)/Basis-ll) is shorter and the-®—O bond

at CCSD(T)/Basis-ll) is significantly longer than the bonding angle (123 at CCSD(T)/Basis-Il) is larger than the corre-
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sponding geometry parameters of tbg bidentaten?-0O,0
isomer, and their values are between those of &l NQ .
This fact reveals that the covalent contribution to the bonding
is larger for they*-N isomer than for the other two isomers.

Although then?-0,0 isomer is the most stable species at
all computational levels (see Table 1), the order of the two
less stable isomers is different at various levels of ap-
proximation. Let us first focus on the coupled cluster (CC)
level. Then!-O isomer is calculated to be less stable than
7?-0,0 by 1112 kcal/mol, while the;*-N isomer is higher
in energy than?-0O,0 by 14-15 kcal/mol. The effects of
the perturbative contributions of connected triple excitations
(hereafter (T)) as well as of the size of the basis set are
negligible in both cases (smaller than 1 kcal/mol).

The influence of the perturbative contributions of con-
nected quadruple excitations (hereafter (Q)) on the relative
energies of the isomers of CuN@as investigated as well.
However, the CCSD(TQ)/Basis-I//CCSD(T)/Basis-I results
reveal that the effect of (Q) on the relative energies is very
small—a few tenths of kcal/mol.7f*-O and#-N are less
stable tham?-O,0 by 12.0 and 14.7 kcal/mol, respectively,
at CCSD(TQ)/Basis-I//CCSD(T)/Basis-I (plus the ZPE en-
ergy at CCSD(T)/Basis-l).] The negligible effect of (Q) is
in agreement with already small effect of the triples (T).

All three isomers of CuN@were also calculated employ-
ing the effective core potential of Hay and W&dtnd Basis-|
at the CCSD(T) level. However, the relative energies of the

Sklenak and Hriak

Table 2. Mulliken Populations in the s, p, and d Orbitals
of Cu, N, and O of CuNO,

isomer atom S p d charge
7?-0,0 Cu 6.18 12.10 9.98 +0.73
7?-0,0 O 3.86 4.61 0.03 —0.51
7%-0,0 N 3.64 2.77 0.26 +0.29
nt-O Cu 6.21 12.10 9.94 +0.73
nt-O O; 3.88 4.70 0.03 —0.62
n*-0O N 3.65 2.85 0.24 +0.22
nt-0 (o7} 3.86 4.42 0.05 —0.34
nt-N Cu 6.18 12.06 9.93 +0.82
nt-N N 3.58 2.93 0.36 +0.09
n*-N O 3.86 4.54 0.04 —0.45

(ca 0.8 e) of the 4s-electron on copper to the;Mit@gment.
The back-donation from N© into the 4p orbitals of Cu is
sizably smaller. This back-donation is the largest forithe
0,0 isomer, about 0.08 e, and it is smaller O (0.04 e)
and negligible for;!-N.

3.1.3. QCISD.When analyzing the QCISD and QCISD-
(T) relative energies, notable differences—@l kcal/mol)
between the QCI and CC values are found forh®© and
n*-N species. Moreover, the effect of (T), which is small at
CC, is sizable at QCI especially fgi-O as it increases the
relative energy by 56 kcal/mol with respect tg;>-O,0.
Surprisingly, the energy gap between the CC and QClI results
for 1-O andzn?-N as obtained by Sodupe at #lwhen using

three isomers as well as their optimized geometries were very; smaller [Cu: 8s6p4d] basis set, were substantially larger

close to those calculated at the CCSD(T)/Basis-I//CCSD-
(T)/Basis-| level. j*-O and#n'-N are less stable thanp?-
0,0 by 12.8 and 15.5 kcal/mol, respectively, at CCSD(T)/
ECP+Basis-I//CCSD(T)/ECH-Basis-I (plus the ZPE energy
at CCSD(T)/Basis-l).]

The energy order of the isomers of CupN€an be also
rationalized using a simple concept of electronegativity. The
copper atom which donates one s electron to the MQiety

(up to 24 kcal/mol). In the manner of "dramatic failure of
QCISD(T)"51947this effect was attributed to the unsound
estimation of (T) i.e., the perturbative method was made
responsible for the failure. These explanations ignore the fact
that already the QCISD solution is severely flavietf and

the omitted nonzero connected-fErms in the QCISD
equations are fully responsible for these irregularities.
Furthermore, the QCISD method offers no significant

prefers to coordinate to a more electronegative element, i.e.,computational advantages with respect to CCSD and should

oxygen. Thusy?-0,0, in which Cu coordinates to two
oxygen atoms, is the most stable. Consequently;th®

be avoided.
3.1.4. DFT. The results obtained at DFT depend on

species is less stable (Cu is ligated only to one oxygen atom)whether the functional employed is pure (BPW91 and PBE)

followed by #*-N (Cu coordinates to the nitrogen atom).
3.1.2. Bonding.The analysis of the orbitals involved in
the formation of the bond between Cu and N® the 7
0,0 isomer of CuN®@ (Figure S1 of the Supporting
Information) reveals that the bonding between Cu and NO
in CuNG; is mainly ionic, and it arises from the interaction
of theS(d'9) state of Cu and the'A; ground state of N@'.
The 4s orbital of Cu, which is singly occupied in Cu, interacts
with the SOMO orbital (6g of NO, to form the HOMO
orbital (133) of CuNG,, which polarizes toward the NO
moiety. The 7b and 6b orbitals of CuNQ arise from the

or hybrid (PBEO and B3LYP)y!-O is calculated to be 10
kcal/mol less stable thag?-O,0 with the pure DFT, while
the hybrid DFT values are very close to the 12 kcal/mol
calculated at CCSD(T)/Basis-ll. The pure DFT relative
energies ofp’-N with respect toy?-0,0 (5 kcal/mol) and
even the 10 kcal/mol calculated at PBEO and B3LYP are in
very poor agreement with the superior CCSD(T) values (14
kcal/mol) irrespective of the similar optimized geometries
of #-N.

3.1.5. Transition States.Two transition states were
localized on the potential energy surface of CulNThe first

antibonding and bonding, respectively, combinations betweenone is theC; monodentatey’-O species and the second one

the 3d, orbital of Cu and the 4borbital of the NQ moiety.
The remaining 3d orbitals of Cu do not significantly interact
with the orbitals of NQ. The bonding in the other two
isomers is very similar. The Mulliken populations calculated
for all three isomers (Table 2) confirm an ionic character of
all three isomers.

The bonding in all three isomers is driven by the donation

is theC; bidentate;?-O,N species. The calculated imaginary
frequencies reveal that the isomerizatioytsO,0 — #*-O
andn*-O — 51-N proceed via the former and latter transition
states, respectively.

The calculations showed that all three bond distances of
the C, #1-O TS are close to those of ti@& #*-O isomer for
all the methods used. The relative energy of €D TS,
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Table 3. Bond Dissociation Energies (in kcal/mol) of the #2-O,0 Isomer of CuNO, with Respect to the Cu + NO, and Cu*

+ NO,~ Channels

channel basis set CCSD CCSD(T) HF QCISD QCISD(T) BPW91 PBE PBEO B3LYP
Cu + NO; Basis-| 55.3 54.7 48.7 56.3 53.8 44.5 48.0 48.2 46.3
Cu + NO, Basis-Il 55.9 55.2 47.0 56.7 54.3 43.6 47.1 47.3 455
Cu* + NO;~ Basis-| 172.8 176.0 157.4 174.8 176.1 185.6 189.0 179.6 179.4
Cu* 4+ NO;~ Basis-Il 172.8 176.3 156.7 174.8 176.5 186.2 189.4 179.8 179.8

Table 4. Vertical and Adiabatic lonization Potentials (in kcal/mol) of the #?-O,0 Isomer of CuNO,

type basis set CCsD CCSD(T) QCISD QCISD(T) BPW91 PBE PBEO B3LYP
vertical Basis-| 234.0 231.3 236.2 251.6 225.3 226.5 230.4 230.7
vertical Basis-lI 236.0 233.6 238.3 251.4 224.7 225.9 229.7 230.0
adiabatic Basis-| 200.6 202.0 201.7 201.9 205.0 206.7 203.7 205.0
adiabatic Basis-II 202.8 204.5 203.8 204.4 204.2 205.9 202.6 204.1

which also corresponds to the barrier of isomerizatjén
0,0— »-0, is 16-17 kcal/mol at CCSD(T) and DFT. The

The effect of the size of the basis set is less than 1 kcal/mol
for all the methods employed.

imaginary frequency corresponds to the torsion mode, and  3.1.7. lonization Potentials.To complete the figure and

thus the transition state connects theO cis and trans

to make a bridge to the charged species we calculated the

species. However, all computational attempts to localize a vertical (IR) and adiabatic (1§ ionization potentials of the

n*-O cis species led to the?-0,0 isomer. Restricted
optimization scans indicated that theO cis species is rather

7?-0,0 isomer of CUN@ The individual values are revealed
in Table 4. The IRvalues calculated at the CCSD, CCSD-

a shoulder on the potential energy surface and the barrier(T), QCISD, and hybrid DFT levels lie in a narrow interval

for its isomerization into;?-O,0 is most likely very small.

The calculated geometry parameters of Gebidentate
7%>-O,N TS depend significantly on the methods employed.
The DFT schemes provide the structures having the Qu
bond too short (by up to 0.20 A) and the €N bond too
long (by up to 0.15 A) with respect to the CCSD(T) resullts.
In other words, the isomerizatiopt-O — #*-N is found to

230—238 kcal/mol. It should be noted that the QCISD(T)
values are significantly larger.

In contrast to IR, all the methods used provide very similar
adiabatic ionization potentials (26207 kcal/mol) since the
geometries of CtiNO, are relaxed and the corresponding
energies are calculated at the minimum points of the energy
potential surface.

have a late transition state at the CC and QCI levels, while 3.2 CuNO,. 3.2.1. Relative Stabilities and Structures.

it has an early TS at DFT. The imaginary frequency
corresponds to €N and C-O asymmetric stretching mode.
Surprisingly, the calculated relative energies of #ieO,N

TS are within a small interval 1517 kcal/mol for all the
methods used.

3.1.6. Bond Dissociation Energiedn Table 3 we present
the bond dissociation energies, hereafdgr of the 72-0,0
isomer of CuNQ with respect to Cu and N{as well as to
Cu' and NQ~. The D, values calculated at CCSD(T) are
55 and 176 kcal/mol for the Ctr NO, and Cd + NO,~
channels, respectively. The effect of (T) is 3 kcal/mol for
the latter channel and negligible for the former one. The QCI

Let us turn our attention on the positively charged system.
We found three minima and two transition states connecting
these minima on the potential energy surface. The optimized
structures of all the species of @MO, are given in Figure
3a—c and Table S3 of the Supporting Information.

The Cs monodentatey*-O trans isomer?Q’) (Figure 3a)
is calculated to be the most stable isomer of RO, at all
levels of theory, see Figure 4 and Table 5. The CCSD(T),
QCISD(T), and hybrid DFT methods provide very similar
structures. The CdO bond length is calculated to be 1.985
and 1.96 A at CCSD(T)/Basis-Il and hybrid DFT/Basis-II.
Due to the missing bonding electron, the bond is longer than

De values are rather close to the CC ones. The differencesthe corresponding CtO bond in the;*-O isomer of CUNQ

between the CCSD(T) and Hb, values reveal the effect of
electron correlation which is-68 and 19 kcal/mol for the
Cu+ NOz and Cu + NO;,~ channels, respectively. T
values calculated at the hybrid DFT are significantly smaller
by (7—10 kcal/mol) than those calculated at CCSD(T) for

by 0.14 A. On the other hand, the lengths of the ® bonds
of -0 trans of CUNO; are significantly shorter than those
of #1-O of CuNQ; (1.239 and 1.166 A for CINO; 1.364
and 1.196 A for CuNg@), and they are together with the value
of the O-N—O bond angle (133 close to the geometry

the Cu+ NO, channel. The main reason of the disagreement parameters of N©(1.198 A and 13%). The pure DFT

is the inability of DFT to correctly describe the copper atom
(2A). The Cu-ionization potential calculated at PBEO/Basis-
Il and B3LYP/Basis-1l is about 7 and 11 kcal/mol larger,
respectively, than that calculated at CCSD(T)/Basis-1l. On
the other hand, for the Cut+ NO,™ channel the agreement
between the hybrid DFT and CCSD(T). values is
significantly better as the difference is about 3.5 kcal/mol.

methods provided significantly shorter €@ bond lengths
(~1.90 A).

The Cs monodentatey-O cis isomer {A") (Figure 3b) is
calculated to be the second most stable minimum lying 2
kcal/mol at all the levels used (see Figure 4 and Table 5)
higher than;*-O trans. The calculated geometry parameters
of #1-O cis are very close to those gi-O trans possessing
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Figure 3. Optimized structures of the #*-O trans (a, top), #*-O
cis (b, middle), and #*-N (c, bottom) isomers of CutNO, at
CCSD(T)/Basis-Il, QCISD(T)/Basis-ll, PBE/Basis-Il, and PBEO/
Basis-Il. The values in italic are at CCSD/Basis-Il (only for
the #1-N isomer). Bond lengths are in A and bond angles in
deg.

the same trends for the methods used. It only might be

mentioned that the ©N—O angle is slightly widened
reflecting the steric (nonbonding) repulsion of the'Clihe

largest CCSD amplitudes (0.07) as well as the values of the

T1 diagnostic (0.025) are very small for both isomers.
3.2.2. Symmetry Breaking.The C,, monodentatey'-N

isomer @A;) (Figure 3c) is calculated to be the least stable
among the isomers of CNO, (see Figure 4 and Table 5)
at all the levels used. This isomer can be described by two G
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isomer £A,) is calculated in theC,, symmetry, the wave
function Wsp) is symmetry adapted (hereafter SA), and it
belongs to the Airreducible representationV(sa covers

the resonance between two solutions bearing the unpaired
electron on either @ or Oy,). The symmetry adaptation is a
further constrain in a variational calculation, and it might
consequently lead to a higher energy. To investigate whether
the symmetry adapted wave function of tteN isomer ¢A;)

is stable, the stability of the HF solution was tested. We could
not directly test the stability of the ROHF wave function (as
used in the CCSD(T) and QCISD(T) calculations), but we
tested the corresponding SA UHF wave function. The
stability tests reveal that the SA UHF wave function, which
is only slightly spin contaminated¥= 0.78), has several
UHF — UHF instabilities. When the orbital rotations
corresponding to the instabilities were applied to the SCF
eigenvectors and the SCF calculation was repeated with these
rotated vectors as the starting guess, a UHF solution lower
in energy by 6.3 kcal/mol was found. However, the price
for lowering the energy is a heavy spin contaminatit#i(

= 1.08). Moreover, the corresponding UHF wave function
does not transform as the; Areducible representation of
the Cy, point group.

The localized (symmetry broken; hereafter SB) solutions
lead to a lower energy in a variational calculation, but the
wave functions¥ sg)1) and W (sg)2) do not transform as the
totally symmetric irreducible representation of the molecular
point group. The energy differences between the symmetry
adapted (SA) and localized (SB) solutions for theN
isomer £A;) are negligible at CCSD despite the fact that
the underlying ROHF wave function is heavily affected
(AE®A=SB) = 4 kcal/mol). [The localized solution was
obtained by running a calculation at the ROHF level with
then*-N isomer £A;) having two unequal NO bond lengths
and using that SCF solution as the guess in the subsequent
calculations with then'-N isomer fA;) possessing the
optimizedC,, structure. The localized (SB) solution at the
ROHF level leads to a lower energy than the SA solution
by 4 kcal/mol. However, at CCSD both SA and SB solutions
provide essentially the same energy due to the robustness
of the CCSD method and its low energy sensitivity on the
underlying SCF orbitals.] The largest CCSD amplitude (0.07)
is rather small indicating that the effect is not due to a
multirefence character. Also the calculated T1 diagnostic of
0.025 is very small. On the other hand, the QCISD energy
difference between the SA and SB solutions is sizable
E(SA=SB) = 3,5 kcal/mol) indicating that the orbital rotations

degenerate valence bond structures having the unpairedOUld not be removed (the largest amplitude is 0.10).

electron on either @ or Q.

O o)

® / ® -2 ® a
Cu :N Cu N i+ =—> Cu =N//
N N\ N\

Ob Oy Qb

_ 1
¥ sBy1) = 0" @0 (h) Ysa) = 020y ¥ (sB)2) = S0 by

where G, = 1/N(Gu) + 0)) and Oy = 1/N(Gy) - Opy))-

That indicates a possibility of symmetry broken Hartree
Fock (HF) solutions for this specié%#-5! When then*-N

However, it is noteworthy that the inclusion of (T) for both
CCSD and QCISD leads to the SA energy whichower
than the SB one. This indicates that both solutions (CCSD-
(T) and QCISD(T)) are not very reliable in these cases. To
partially eliminate the effect of symmetry breaking, the
geometry of they!-N isomer £A;) was reoptimized at the
CCSD level of theory. Sizable changes in geometry are
observed. The CuN bond is calculated to be longer by 0.08
A at CCSD ¢(Cu—N) is 2.200 A and 2.172 A at CCSD/
Basis-I and CCSD/Basis-Il, respectively) than at CCSD(T).
The #*-N isomer £A;) is higher in energy than thg!-O
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Figure 4. Relative energies (in kcal/mol) of the CutNO; isomers and transition states at CCSD(T)/Basis-Il, QCISD(T)/Basis-Il,
PBE/Basis-Il, and PBEO/Basis-Il. The value in italic is at CCSD/Basis-II (only for the #!-N isomer).

Table 5. Calculated Relative Energies (in kcal/mol) for All Minima and Transition States of CuTNO,?2

isomer state basis set CCsD CCSD(T) QCISD QCISD(T) BPW91 PBE PBEO B3LYP
n*-0 trans A Basis-| 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
n*-O trans A Basis-II 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
n*-O cis 2N Basis-I 2.4 2.6b 2.7 2.7 1.9 1.8 2.2 2.3
n*-O cis A Basis-Il 2.4 2.6 2.6 2.7 1.7 1.7 2.2 2.2
n*-N 2Aq Basis-I 14.2 12.2 15.3 11.9 5.6 55 11.0 11.0
n*-N 2A1 Basis-II 14.0 11.9 14.9 11.6 5.8 5.7 11.2 11.3
7%-0,0 (TS) 2A1 Basis-I 9.7 9.7 101 9.4 11.7 11.7 105 11.2
7?-0,0 (TS) 2Aq Basis-II 9.8 9.9 10.2 9.6 121 121 111 11.6
n*-O (TS) 2A Basis-I 31 3.4 35 3.4 4.2 4.2 35 3.7
n*-0O (TS) 2A Basis-II 3.0 34 3.3 3.4 3.9 3.9 3.2 3.4

2 The energy values include the electronic energy and zero point energy (ZPE). For the CCSD and QCISD levels, the ZPE values at CCSD(T)
and QCISD(T) are used. The CCSD energies of the 5-N isomer correspond to the reoptimized geometry at CCSD. ? 2.5 kcal/mol at CCSD(T)/
ECP+Basis-1//CCSD(T)/ECP+Basis-| (plus the ZPE energy at CCSD(T)/Basis-I).

trans one by 14.0 kcal/mol at CCSD/Basis-Il (11.9 kcal/mol CASSCF method is unable to guarantee a single solution

at CCSD(T)/Basis-II). when it is started from the SA and SB guesses. A larger
3.2.2.1. CASSCF and MR-SDCI.To shed further light active space should lead to a single solution (in the full CI

on the problem described above, we carried out CAS5EF limit); however, such calculations became prohibited for

and subsequently internally contracted MR-S®@calcula- technical reasons. The corresponding CI vectors reveal that

tions of the *-N isomer £A;) of Cu"NO,. Employing for all the active spaces used the CASSCF wave function is
multireference methods such as CASSCF might be a waystrongly dominated by an SCF-like solution based on the
to avoid symmetry breakiig ¢ since these methods include leading ground-state electron configuration. This fact causes
more reference functions which are able to better describethat CASSCF does not provide a single solution for the SA
several valence bond structures. On the other hand, there iand SB guesses; however, on the other hand, it justifies the
only a small amount of dynamic electron correlation included use of the single reference CCSD method which yields the
in the CASSCF calculations, and, thus, we enhanced thesame energy for both SA and SB solutions. The involvement
treatment using the MR-SDCI method. of a low-lying excited state of the'-N isomer £A;) of Cut-

Our single point CASSCF/Basis-1//CCSD/Basis-I calcula- NO, could be ruled out since the first excited state is some
tions employed four different active spaces (in the reduced 70 kcal/mol higher in energy.
Cssymmetry) as described in Table 6. The symmetry adapted Further, we applied the MR-SDCI method employing the
(SA) and broken (SB) HF wave functions were used as the results of the CASSCF(7,8) and CASSCF(7,7) calculations
initial guess for the CASSCF calculations. The SA guess in order to investigate the effect of dynamic electron
led to a lower CASSCF energy than the SB guess (see thecorrelation. The energy gap between the SA and SB solutions
AE(sg-sa) values in Table 6). The energy gap between the is reduced by only 0.2 kcal/mol at MR-SDCI, and it is further
SB and SA CASSCF solutiond\Esg-sp)) decreased as the  reduced by 0.80.9 kcal/mol when the Davidson correctfén
size of the active space increased indicating that even thistMRCI(Q)) is employed (Table 6). However, the MRCI
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Table 6. Energy Differences (in kcal/mol) between the Symmetry Adapted (SA) and Localized (SB) Solutions at Different
Levels of Approximation for the #-N Isomer (2A;)*

method?a active space orbitals AE(se-sa) method AE(sB-sa) method AEsg-sa)
CASSCF(13,13) 16a’ — 23a’, 4a" — 8a''b 151
CASSCF(13,12) 16a’ — 22a’, 4a" — 8a''c 1.59
CASSCF(7,8) 19a’ — 22a’, 5a" — 8a'"'d 3.29 MRCI 3.07 MRCI(Q) 2.14
CASSCF(7,7) 19a’ — 22a’, 6a" — 8a''e 3.48 MRCI 3.27 MRCI(Q) 2.49
HF -1.39
CCsD 0.02

a CASSCF(n,m) where nis number of electrons and m is number of orbitals. ? Frozen orbitals: 1a’ — 15a’, 1a" — 3a’. ¢ Frozen orbitals: 1a’
— 15a’, 1a" — 3a". ¢ Frozen orbitals: 1a’ — 18a’, 1a" — 4a’". € Frozen orbitals: 1a' — 18a’, 1a"” — 5a". f The geometry optimized at CCSD/
Basis-l is used.

method (based on the chosen active space), unlike the singlsymmetry broken UHF solution was obtained and used as
reference CCSD approach, is unable to guarantee a singlehe guess in the subsequent calculations employing the
solution. MR-SDCI does not include the €xcitations in UBPW91, UPBE, UPBEO, and UB3LYP methods fgrN
an exponential form and thus does not exhibit a low possessing the optimizégh, structure. The calculations led
sensitivity on the underlying orbitals. to the symmetric solutions for all four DFT methods
A conclusion can be drawn from the presented results thatemploying both basis sets. The subsequent evaluation of the
in the case of symmetry breaking the CCSD is the method vibrational frequencies provided only positive values.
of choice if the following three conditions are fulfilled: First, The relative energies of'-N are 11 and 6 kcal/mol at the
the CCSD energy gap between SA and SB solutions shouldhybrid and pure DFT levels (Figure 4), respectively. The
be small. Second, the corresponding CASSCF wave functionformer value is in agreement with the CCSD one (14 kcal/
is strongly dominated by the leading ground-state electron mol); however, the latter energy is once again unrealistically
configuration, and finally, no low-lying excited state of the low.
same symmetry as the ground state is present. The Cu-N bond length is calculated to be significantly
3.2.2.2. Symmetry Breaking and Vibrational Frequen- shorter at PBEO and B3LYP than at CCSD by some 0.15 A
cies.The existence of symmetry broken solutions apparently and extremely shortened at BPW91 and PBE by about 0.25
causes problems in the numerical calculations of vibrational A. These results indicate that the pure DFT methods fail to
frequencies. Namely, one small imaginary frequency corre- provide correct structures and relative energieg'éfl. The
sponding to the Ca&N—O bending mode was obtained at Cu—N bond is significantly longer than the corresponding
all the ab initio levels but CCSD as a consequence of the bond in the neutral CuN©The N—-O bond lengths as well
numerical evaluation of the frequencies in lower symmetry as the G-N—O bond angle ofy*-N are calculated to be close
point groups. The CCSD frequency of the-&—0 bending to the corresponding geometry parameters o, NO
mode is a real number for the step larger than 0.03 A  3.2.3. Bonding.The analysis of the orbitals involved in
indicating that the;*-N species4A;) is a minimum on the  the formation of the bond between Cand NQ in the5*-O
potential energy surface. A smaller step leads to an imaginarytrans isomer of CtNO, (Figure S2 of the Supporting
value of the Ca-N—O wavenumber. The other five frequen- Information) reveals that the bonding between'@ad NQ
cies do not significantly depend on the step size. in Cu™NO; is ionic, and it arises from the interaction of the
3.2.2.3. Symmetry Breaking and DFTThe performance  !S(d'9) state of Cu and the?A; ground state of N@ The
of DFT for symmetry breaking cases was a subject of severalprevailing interaction between Cwand NQ is the electro-
studies® 72 Head-Gordon at & studied three open shell static interaction. The 4s orbital of Cu, which is empty in
systems (N@ O4F, and Q") for which the UHF wave  Cu", interacts with the SOMO orbital (1Qaf NO; to form
function breaks spatial symmetry. It was concluetiat the SOMO orbital (204 of CuNG; which very strongly
symmetry broken solutions were obtained with DFT only polarizes toward the Nnoiety. The 19aand 16aorbitals
when unusually large fractions of HF exchange (above 70%) of Cu*NO, arise from the antibonding and bonding combi-
were included into the hybrid functionals. The exchange was nations, respectively, between the&g orbital of Cu and
found more important than correlation in determining the the 94 orbital of the NQ moiety. The Cu 3g and NQ 2d’
tendency to preserve or break symmetry in BfFHowever, orbitals interact to form the antibonding'&ad bonding 44
even when the optimization of KohiBham orbitals leads  orbitals of CNO,. The remaining 3d orbitals of Cu do not
to a symmetric solution, there is no guarantee that the significantly interact with the orbitals of NOThe bonding
vibrational frequencies will be entirely free of the effects of in the other two isomers is very similar. The Mulliken
symmetry breaking because the higher-lying asymmetric populations calculated for all three isomers (see Table 7)
solutions might strongly interact with the symmetric solu- predict the positive charge being located predominantly on
tion.®8 In addition, the MOLPRO program calculates DFT the copper center.
second derivatives numerically, and thus the calculated The Mulliken populations of 6.08, 12.06, and 9.97 e in
frequencies can suffer from the same problems as thosethe s, p, and d orbitals, respectively, of CugfO trans
obtained at CCSD. show a back-donation of 0.11 e from W@ Cu. The back-
To test whether the DFT methods used suffer from donation for;®-O cis is very close to that of'-O trans. On
symmetry breaking for thg'-N isomer A;) of CU"NO,, a the contrary, there is no back-donation fg¢N.
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Table 7. Mulliken Populations in the s, p, and d Orbitals case since the imaginary frequency is significantly larger (e.g.
of Cu, N, and O of Cu*NO, 173 cnmt at CCSD(T)/Basis-1I) than that of thg-N species
isomer atom s p d charge (°A1). In addition, the imaginary frequency is not sensitive

/-0 trans cu 6.08 12.06 9.97 4088 to the method useq, basis set and step size emplloygd in the
71-0 trans 0, 383 4.40 0.03 027 numgr]cal calculations. _Therefore, tI_;yé_0,0 species is a
#1-0 trans N 350 278 025 1044 transition state connecting twg-O cis isomers since the
#1-O trans 0, 3.85 415 005 ~0.05 imaginary frequency corresponds to the asymmetrie-Gu
710 cis cu 6.07 12.05 9.98 +0.90 stretching mode. The corresponding barrier is calculated to
»1-0 cis fo}} 3.82 439 001 —0.24 be 7-10 kcal/mol.
71-O cis N 3.50 2.75 0.27 +0.44 3.2.5. Bond Dissociation Energiedn Table 8 we present
-0 cis 02 3.85 4.20 0.05 —0.10 the bond dissociation energie3¢ of the#*-O trans isomer
7N Cu 6.02 12.01 9.97 +1.00 of CutNO, with respect to Cti and NQ. The CC, QClI,
n*-N N 3.50 289 030 +0.26 and hybrid DFT values dD. are 22-24 kcal/mol. The pure
7N o 3.85 423 005 —0.13 DFT schemes provide the values®df which are larger by

3—5 kcal/mol. The differences between the CCSD(T) and
324 Transition States.Two transition states were HF D¢ values reveal the effect of electron correlation which

localized on the potential energy surface of 'GID,. The is 9 kcal/mol. . _
first one is the G monodentate;-O species?A), and the 3.3.'Infrared Frequepmes.The calculated mfrgred fre-
second one is th€,, bidentaten?-0,0 species?Ay). The guencies are revealed in Table 9 (selected species at CCSD-
calculated imaginary frequencies reveal that the former (T)) and Tables S4 (all isomers of CubiGall levels), S5
transition state connects th&-O trans and;-O cis isomers, ~ (NOz and NQ7; all levels), and S6 (thg'-O trans and cis
while the latter TS connects twgl-O cis isomers. All isomers of CENO; all levels) of the Supporting Information.
computational attempts to find a transition state connecting  3.3.1. IR Frequencies of the;*-O,0 Isomer of CuNO;.
the -0 trans andy’-N isomers led to a?2-O,N structure Let us discuss the infrared frequencies of the most stable
which is very close in energy and geometry to tjieN Cz, 7*-0,0 isomer of CuUN@ The wavenumber of the GtO
isomer. We assume that the calculated structure is an artifac@symmetric stretching mode is calculated to be around 210
of symmetry breaking rather than a real transition state. Nonecm™* at CCSD(T), 190 cm* at QCISD(T), 120 cm' at pure
of the chosen computational method is able to correctly DFT, and 166-180 cnt! at hybrid DFT. These values are
calculate the curvature of the ENO, potential energy  Scattered over a wider range (¥2210 cnt?) as compared
surface in the vicinity of the minimum corresponding to the to the symmetric mode due to the discussed problems with
n'-N isomer due to symmetry breaking. It should be noted Symmetry breaking of the HF solution. On the other hand,
that then?O,N structure is very close to that found by Sauer the symmetric Ct+O stretching mode (similarly the other
at all® at B3LYP. symmetric ones), which does not suffer from symmetry
The calculations also showed that all three bond distancesbreaking, is calculated to lie in a narrow range 2330
of the »-O TS are close to those of the -0 trans and cm ! at all the levels used. The 0,0 out-of-plane mode is
cis isomers for all the methods used. The imaginary the same case, and thus the wavenumber values span a small
frequency corresponds to the torsion mode. The relative interval 356-380 cnt™. The remaining three modes are more
energies of theg-O TS, which also correspond to the barrier interesting for experimentalists, since their wavenumbers lie

of isomerizationy*-O trans— 5*-O cis, are 3-4 kcal/mol in a region which is experimentally easily accessible. The

at all the levels employed. wavenumber of ©N—O bending mode is calculated to be
Since theC,, bidentate;?-0,0 TS ¢A;) is an open shell 865 and 875 cm' at CCSD(T)/Basis-l1 and CCSD(T)/Basis-

species having two equivalent—-ND bonds, there is a I, respectively. The QCISD(T) values are greater by some

possibility of symmetry broken HF solutions for this species. 20 cnT™. The DFT infrared frequencies of the-M—0O

The stability of the symmetry adapted UHF wave function, bending mode are close to the ab initio ones. The pure DFT
which is only very slightly spin contaminated®= 0.77), methods provided slightly smaller wavenumbers (855%m
was tested, and an UHF UHF instability was found. When ~ while the hybrid DFT methods gave somewhat greater
the orbital rotations corresponding to the instabilities were wavenumbers (896910 cn1?).

applied to the SCF eigenvectors and the SCF calculation was The asymmetric (as) and symmetric (ss}@® stretching
repeated with these rotated vectors as the starting guess, amodes (1262 and 1287 ci respectively, at CCSD(T)/
UHF solution having essentially the same energy was found. Basis-Il) are much closer to those of Q1273 cm'! (as)

The corresponding®value is 0.82 indicating a low-spin  and 1303 cm? (ss)) than to those of NX1345 cn1? (ss)
contamination of the wave function without an UHFUHF and 1666 cm* (as); all values at CCSD(T)/Basis-Il). This
instability. Since there is no change in energy between thefact indicates an ionic character of thg¢O,0 isomer (Cu

two UHF solutions, we assume that the energy of the NO,"). It should be noted, that the-ND stretching modes
symmetry adapted ROHF solution is the same as that of thecalculated at DFT are not in agreement with the CCSD(T)
symmetry broken ROHF solution. The question is whether values since the asymmetric stretching mode has a greater
the imaginary frequency of thg-0,0 species?\;) indicates wavenumber than the asymmetric one by5® cm?

that the species is a transition state or it is an artifact causeddepending on the functional. There is only one available
by symmetry breaking. We assume that the former is the experimental frequency (1220 cf) of the stretching N-O
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Table 8. Bond Dissociation Energies (in kcal/mol) of the #1-O Trans Isomer of CutNO, with Respect to the Cu* + NO,

Channel
basis set CCSD CCSD(T) HF QCISD QCISD(T) BPW91 PBE PBEO B3LYP
Basis-I 22.0 23.0 135 23.0 22.7 26.3 29.1 23.5 24.2
Basis-II 21.4 22.5 13.3 22.4 22.3 26.7 29.5 23.9 24.6
Table 9. Calculated CCSD(T) Infrared Frequencies (in cm™1)
species symmetry basis set B> Ay B A1 B, Ay
Cu—0 as Cu—0 ss OO out O—-N-Ob N—-O as N—O ss
CuNO2 %-0,0 Coy Basis-| 203.4 326.1 346.1 864.7 1216.9 1251.9
CuNO, #2-0,0 Coy Basis-II 208.4 330.8 346.7 874.6 1262.0 1286.7
species symmetry basis set A" A A A A A
torsion Cu—O—Nb Cu-Os O—N-Ob Ocy-Ns N-Os
CuNO; -0 Cs Basis-| 132.5 139.0 413.2 764.6 905.3 1560.2
CuNO; -0 Cs Basis-Il 127.8 138.9 421.9 799.7 952.6 1584.4
species symmetry basis set 273 Aq B1 A1 A1 B>
Cu—N-Ob Cu—Ns OO0 out O—N-Ob N—O ss N—O as
CuNO; 71-N Coy Basis-I 129.8 325.3 375.9 806.1 1304.6 1412.0
CuNO; *-N Coy Basis-Il 144.6 3295 378.3 817.1 1339.3 1457.5
species symmetry basis set Az Az B>
O—N-Ob N—O ss N—-O as
NO> Coy Basis-| 749.7 1316.9 1622.3
NO; Cyy Basis-II 758.8 1345.1 1665.5
NO,~ Coy Basis-I 776.4 1267.4 1218.5
NO2~ Coy Basis-Il 787.9 1302.7 1273.1
species symmetry basis set A A" A A A A
Cu—O—-Nb torsion Cu-Os O—-N-Ob Oc-N's N-O's
Cu*NO; -0 trans Cs Basis-| 1355 121.2 269.6 811.4 1223.2 1768.0
Cu*NO; #1-0 trans Cs Basis-Il 121.8 124.7 268.5 801.7 1256.4 1755.5
Cu*NO; -0 cis Cs Basis-I 96.0 214.5 291.9 745.3 1294.8 1674.6
Cu*NO, #*-O cis Cs Basis-II 98.2 214.4 295.3 749.9 1321.8 1711.7

mode of CuNQ, which was determined in Ar matricésand
assigned to the asymmetric stretching mode.

wavenumber of the CuO stretching mode is about 300 chn
for both isomers. The three modes involving the Niiiety

To further investigate the disagreement between the lie in a region which is experimentally easily accessible. The

CCSD(T) and DFT frequencies of theD stretching modes
of the #?-O,0 isomer of CuN@ we calculated the infrared
frequencies of NaNg(Table S7 of the Supporting Informa-
tion) for which there are available experimental spééira
solid Ar (1293 cm'ss, 1223 cmt as, and 826 cri bending

for the#?-O,0 isomer of NaN@). We performed calculations
on NaNQ, and the results reveal that the CCSD(T), QCISD-

O—N—-0O bending mode is calculated to have a greater
wavenumber for trans (75810 cn?) than cis (706-760
cm1). The wavenumbers of thec®-N and N-O stretching
modes are very scattered, and thus an eventual assignment
of experimental bands will be difficult. However, all the
methods indicate that the wavenumber of @ stretching

is significantly larger than that of &N due to the

(T), and all DFT methods reproduce the right order of the electrostatic interaction between Cand Q..

N—O stretching modes of NaNOBased on these results
we firmly believe that most likely the symmetric MO
stretching mode of thg?-O,0 isomer of CuN@has a greater

4. Conclusions
In this paper, we have presented a computational study of

wavenumber than the asymmetric one as predicted by theCuNG, and CuNO, at the CCSD(T), QCISD(T), and DFT

CCSD(T) and QCISD(T) methods.

3.3.2. IR Frequencies of CUNO.. Let us look briefly at
the two most stable isomers of WO, (Table 9 and Table
S6 of the Supporting Information). The calculated wave-
numbers of the CaO—N bending mode are 130130 cn?
and 806-110 cm?l, for trans and cis, respectively. The
wavenumber of the torsion mode is significantly lower for
trans (126-150 cm) than cis (216-270 cm'). The

levels of approximation. Several stationary points (minima
and transition states) were located on the Cuyld@d Cui-

NO; potential energy surfaces. We investigated the perfor-
mance of the two pure (BPW91 and PBE) as well as two
hybrid (PBEO and B3LYP) DFT methods with respect to

the superior CCSD(T) method. The hybrid DFT methods are
superior to the pure DFT and predict the geometries and
relative stabilities which are close to the CCSD(T) results
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for the most of the species. However, the PBEO and B3LYP
calculated relative energies of thg-N isomer of CuNQ
are smaller by 45 kcal/mol compared to the CCSD(T)

value, and, moreover, both methods also predict the bond

dissociation energies of CuN@or the Cu+ NO, channel)
which differ as much as 10 kcal/mol from the CCSD(T)

values. The sizable differences between the CCSD(T) and

QCISD(T) results were analyzed. We showed that the
inferiority of the QCISD method itself with respect to CCSD
is responsible for the failures not just the unsound estimation
of the triple excitations (T). The issue of symmetry breaking

J. Chem. Theory Comput., Vol. 2, No. 4, 200807
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of symmetry breaking CCSD is the method of choice.
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